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#### Abstract

A boundary element numerical algorithm has been developed for the determination of stresses and deformations around cavities and tunnels. A study of the influence of depth below the ground surface on the distribution of stresses and deformations around cavities and tunnels is presented in this paper. The soil is assumed to behave linearly elastic. A computer program has been built to perform the numerical computations. The results show that with increasing the depth of placement of tunnel or opening below the ground surface, the settlements decrease. The maximum stresses occur at the haunches of the tunnel rather than at the crown. For the circular cavity that is considered in this paper, it was found that with increasing the depth below the ground surface (depth/tunnel diameter $>3$ ), the surface settlements do not exceed $6 \%$ from those obtained for the case of no-cavity condition.


لقد طورت طريقة العناصر الحدودية كخوارزمية عدديـة لايجاد الاجهادات و الازاحــات حـول الانفــاق و الفتحات الارضية. في هذا البحث أجريت دراسة حول ناثثر عمق الفتحة أو النفق تحت سطح الارض علــى نوزيع الاجهادات و الاز احات حول الانفاق أو الفتحات الارضية. و قد أعنبر تصرف النتربة مرنا خطيا. و قد بني برنامج حاسبة الكترونية لاجر اء الحسابات العدديه. وبينت النتائج أنه مع زيادة عمق الفتحه أو اللفق تحت سطح الارض نقل الاجهادات و الهبوطات و أن الاجهادات القصوى تحدث عند الحافات الجانبية للنفق
بدلا من قمته.

و في حالة الفتحة الدائرية التي تم تحليلها في هذا البحث، وجد أنه مع زبادة العمــق تحــت ســطح الأرض، (العمق \قطر النفق > 3)، لا تتجاوز الاز احات السطحبة 6\% من تلك التي تحصل في حالة عـــدم وجـود

## KEY WORDS

Tunnels, Cavities and Boundary Element Method.

## INTRODUCTION

Rapid growth in urban development has resulted an increased demand for the construction of water supply, sewage disposal and transportation systems. Tunnels are an essential component of these systems and constitute a major portion of project expenditure.
Recent advances in tunnelling technology reduce construction time with consequent decrease in cost. However, even with modern equipment, experience has shown that designing of tunnels must include dealing with three important problems:
1- Maintaining stability of face and wall of the tunnel before supported by lining.
2- Predicting displacements caused by excavation of the tunnel on the surface and throughout the adjacent ground mass.
3- Predicting the magnitude and distribution of earth pressure acting on the tunnel.
So, there is an urgent need for reliable means to estimate the extent and nature of the movements and disturbance occuring in areas above and adjacent to tunnels. These deformations may significantly affect nearby structures and need to be considered during design.
The object of this paper is to provide, as far as possible, a picture of the stress distribution around cavities and tunnels in an isotropic medium. Also, provide at least a temporary expedient for estimating the settlements to be expected at varying distances laterally from the centre line of a cavity or a tunnel.

## PREVIOUS STUDIES

Although the finite element techniques have been used in so many practical problems, the boundary formulations appear as an alternative technique that, in many cases, can provide more reliable or economical analysis. Even with automatic mesh generation techniques, the finite element method has not found widespread application to tunneling problems because of the data preparation problems and considerable computer time requirements.
The input data requirements of the boundary element method (BEM) are considerably less than these of the finite element method (FEM) since only the boundary needs to be discretized. Unlike the FEM, the BEM can model the boundaries at infinity without truncating the outer boundary at some arbitrary distance from the region of interest.
In the boundary element method, the unknowns appear only on the boundaries of a domain, so the number of the unknowns may be reduced compared to the three-dimensional finite element method. This condition is well suited to tunnels, where the most significant unknown, the surface subsidence appears on the boundary.
The research already conducted on tunneling problems or soil-structure interaction using the BEM can be summarized as follows:
1- Brady and Bray (1978a and b) have described a boundary element method for determining the distribution of stress and induced displacements around long, narrow, parallel - sided openings in an elastic medium. A good agreement was found between the results of the boundary element analyses and those obtained from analytical solutions. A BEM of stress analysis was also developed for the solution of complete plane strain problems and applied to determine the stress distribution around openings with irregular cross sections having any arbitrary orientation in a triaxial stress field. The displacements induced by the excavation are also included.
2- Venturini and Brebbia (1981) have described for the first time, the extension of the BEM to no tension materials such as those present in underground and surface excavations.
3- Ito and Histake (1982)* treated generally, a three-dimensional problem of an advancing shallow tunnel in an elastic and non-elastic ground by the boundary element method. The tunnel advance velocity and the position of the face were taken into consideration. The method has been illustrated and verified on two sites where subsidence measurements were taken simultaneously.

The disadvantage of this method is that it does not deal with displacements inside the ground nor with the corresponding changes in stresses.
4- Gioda, Carini and Cividini (1984)** discussed a boundary integral equation technique for the visco-elastic stress analysis of underground openings. The results of a test problem were presented concerning a shallow circular tunnel. These results show that an acceptable accuracy of the numerical solution is obtained even when adopting a relatively small number of free variables
5- Again, Venturini and Brebbia in (1984)** have proposed a boundary element formulation to analyze plane strain problems with possible displacements at the third direction. An algorithm to model nonlinear behavior is presented including an initial stress process. The study of an unlined opening was carried out illustrating that tunnels whose axes do not coincide with the original principal stress direction can not be analyzed assuming plane strain conditions only.

## THE BOUNDARY ELEMENT METHOD

There are many engineering problems for which it is possible to represent the governing equations by a system of boundary integral equations (BIEs); that is , the integrated unknown parameters, in such equations, appear only in integrals over the boundary of the problem domain. There are many numerical approaches for the solution of such equations, and each approach gives the solution of such equations, and each one of them may be called a boundary integral equation method (BIEM).

## Characteristics of the Boundary Element Method

The boundary element method (BEM) is considered nowadays the most popular numerical technique for the direct solution of BIEM. It is based upon piecewise discretization of the problem boundary in terms of sub-boundaries, known as boundary elements, in a way similar to that employed for the finite element method. The main advantages of the BEM compared with domain numerical techniques can be summarized in the following statements: -
1- For many applications, the dimensionality of the problem is reduced by one, resulting in a considerable reduction in the data and computer CPU time required for the analysis.
2- The BEM is ideal for problems with infinite domains, such as problems of soil mechanics, fluid mechanics and acoustics.
3- No interpolation errors inside the domain.
4- Boundaries at infinity can be modeled conveniently without truncating the outer at some arbitrary distance from the region of interest.
5- Surface problem, such as those of elastic fracture mechanics, or elastic contact, is dealt with more efficiently and economically with the BEM.
6- Valuable representation for stress concentration problems.
7- The BEM offers a fully continuous solution inside the domain, and the problem parameters can be evaluated directly at any point.
The boundary element method has also disadvantages and they can be outlined as follows, (EL-Zafrany 1992):
1- The derivation of the governing BIEs may require a level of mathematics higher than that with other methods, but the procedure of the BEM itself is not different from that of the FEM.
2- It leads to fully populated matrices for the equations to be solved, thus it is not possible to employ the elegant FEM solvers such as the banded or frontal solvers with the BEM.
3- The BIEs of nonlinear problems may have domain integrals which require the use of domain elements for their evaluation, thus losing the main advantage of the dimensionality reduction mentioned above.
4- The method is not accurate for problems within narrow strips or curved shell structures.

## The Governing Equations

In the elastic stress analysis of a plane-stress, or a plane strain engineering component, there are eight basic independent parameters to be determined, namely: the displacements $u$ and $v$, strains $\varepsilon_{x}$, $\varepsilon_{\mathrm{y}}$ and $\gamma_{\mathrm{xy}}$ and stresses $\sigma_{\mathrm{x}}, \sigma_{\mathrm{y}}$ and $\tau \mathrm{xy}$. They are governed, at any point inside the component, by eight partial differential equations, which can be deduced for homogeneous isotropic materials from equations given in the last section.

## Strain-displacement relationships

$\varepsilon_{x}=\frac{\partial u}{\partial x}, \quad \varepsilon_{y}=\frac{\partial v}{\partial y}, \quad \gamma_{x y}=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}$

## Stress-strain relationships

$$
\left.\begin{array}{l}
\sigma_{x}=d_{11} \varepsilon_{x}+d_{12} \varepsilon_{y} \\
\sigma_{y}=d_{21} \varepsilon_{x}+d_{22} \varepsilon_{y}  \tag{2}\\
\tau_{x y}=d_{33} \gamma_{x y}
\end{array}\right\}
$$

where:
$\left.\begin{array}{l}d_{11}=d_{22}=2 G(1-p) /(1-2 p) \\ d_{12}=d_{21}=2 G p /(1-2 p) \\ d_{33}=G\end{array}\right\}$
$\mathrm{P}=\nu$ (Poisson's ratio) for plane strain problems
$=\frac{\boldsymbol{v}}{\boldsymbol{1}+\boldsymbol{v}}$ for plane stress problems.

## Equations of equilibrium

$$
\left.\begin{array}{l}
\frac{\partial \sigma_{x}}{\partial x}+\frac{\partial \tau_{x y}}{\partial y}+f_{x}=0 \\
\frac{\partial \tau_{x y}}{\partial x}+\frac{\partial \sigma_{y}}{\partial y}+f_{y}=0 \tag{4}
\end{array}\right\}
$$

with the following equations, at any point on the boundary:
$\left.\begin{array}{l}T_{x}=l \sigma_{x}+m \tau_{x y} \\ T_{y}=l \tau_{x y}+m \sigma_{y}\end{array}\right\}$
where: $\mathrm{T}_{\mathrm{x}}$ and $\mathrm{T}_{\mathrm{y}}$ are the traction components in x - and y - directions. 1 and m are directional cosines in x - and y -directions, respectively.

## Two-dimensional equations in terms of displacement

Substituting Equations (1) into (2), then the stress components may be expressed in terms of displacement components. Substituting the resulting equations into the equations of equilibrium
(Equations 4), then the governing equations are reduced to the following elliptic partial differential equations in terms of displacement components $u$ and $v$ :

$$
\left.\begin{array}{l}
\nabla^{2} u+\frac{1}{1-2 p} \frac{\partial}{\partial x}(\nabla \cdot \vec{q})+f_{x} / G=0  \tag{6}\\
\nabla^{2} v+\frac{1}{1-2 p} \frac{\partial}{\partial y}(\nabla \cdot \vec{q})+f_{y} / G=0
\end{array}\right\}
$$

where $\overrightarrow{\mathbf{q}}=\mathbf{u} \hat{\mathbf{i}}+\mathbf{v} \hat{\mathbf{j}}$, which is the displacement vector.

## Biharmonic representation

Gelerkin introduced strain functions $G_{x}$ and $G_{y}$ which may be expressed in terms of a vector known as the Gelerkin vector, i.e. (EL-Zafrany 1992):

$$
\begin{equation*}
\overrightarrow{\mathbf{G}}=G_{x} \hat{\mathbf{i}}+\mathbf{G}_{\mathbf{y}} \hat{\mathbf{j}} \tag{7}
\end{equation*}
$$

such that (Little 1973):
$\overrightarrow{\mathbf{q}}=\nabla^{2} \overrightarrow{\mathbf{G}}-\frac{1}{2(1-\mathbf{p})} \nabla(\nabla \cdot \overrightarrow{\mathbf{G}})$
Writing the partial differential equations (6) in the following vectorial form:
$\nabla^{\mathbf{2}} \overrightarrow{\mathbf{q}}+\frac{1}{2(1-\mathbf{p})} \nabla(\nabla \cdot \overrightarrow{\mathbf{q}})+\overrightarrow{\mathbf{f}} / \mu=\mathbf{0}$
then from the definition of the Gelerkin vector, the previous equation can be modified as follows:
$\nabla^{\mathbf{2}}\left(\nabla^{\mathbf{2}} \overrightarrow{\mathbf{G}}\right)+\overrightarrow{\mathbf{f}} / \mu=\mathbf{0}$
which can be rewritten explicitly in terms of the following Biharmonic equations:
$\nabla^{4} G_{x}+f_{x} / \mu=0$
$\nabla^{4} G_{y}+f_{y} / \mu=0$

## FUNDAMENTAL SOLUTION OF SOLID CONTINUUM PROBLEMS

## Fundamental Displacement

A two-dimensional solid continuum problem is considered in a semi-infinite domain, with the $x-y$ plane in a state of loading defined by a concentrated force acting at point $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ with a uniform distribution, in the $z$ direction, over a thickness $t$, which has a constant value for the whole domain. The applied force is represented by the following vector (Fung 1965):
$\overrightarrow{\mathbf{F}}=\mathbf{t}\left(\mathbf{e}_{\mathbf{x}} \hat{\mathbf{i}}+\mathbf{e}_{\mathbf{y}} \hat{\mathbf{j}}\right)$
where $e_{x}$ and $e_{y}$ are the x and y - components of the applied force per unit thickness.
From the definition of the two-dimensional Dirac delta function, a domain distribution of the load intensity equivalent to the applied force, may be expressed as follows (Fung 1965):
$\left.\begin{array}{rl}f_{x}^{*} & =e_{x} \delta\left(x-x_{i}, y-y_{i}\right) \\ f_{y}^{*} & =e_{y} \delta\left(x-x_{i}, y-y_{i}\right)\end{array}\right\}$

Using Equations (6) and (7), the governing partial diferential equations for the above case may be written in the following displacement form:
$\nabla^{2} u^{*}+\frac{1}{1-2 p} \frac{\partial}{\partial x}\left(\frac{\partial u^{*}}{\partial x}+\frac{\partial v^{*}}{\partial y}\right)+\frac{f_{x}^{*}}{G}=0$
$\nabla^{2} v^{*}+\frac{1}{1-2 p} \frac{\partial}{\partial y}\left(\frac{\partial u^{*}}{\partial x}+\frac{\partial v^{*}}{\partial y}\right)+\frac{f_{y}^{*}}{G}=0$
and the solution to such expressions is known as the fundamental solution.
If the displacement components $\left(u^{*}, v^{*}\right)$ are expressed in terms of the componants $\left(\mathbf{G}_{\mathbf{x}}^{*}, \mathbf{G}_{\mathbf{y}}^{*}\right)$ of Galerkin's vector, such that:

$$
\left.\begin{array}{l}
u^{*}=\nabla^{2} G_{x}^{*}-\frac{1}{2(1-p)} \frac{\partial}{\partial x}\left(\frac{\partial G_{x}^{*}}{\partial x}+\frac{\partial G_{y}^{*}}{\partial y}\right) \\
v^{*}=\nabla^{2} G_{y}^{*}-\frac{1}{2(1-p)} \frac{\partial}{\partial y}\left(\frac{\partial G_{x}^{*}}{\partial x}+\frac{\partial G_{y}^{*}}{\partial y}\right) \tag{14}
\end{array}\right\}
$$

then, equations (13) can be reduced to the following biharmonic equations:
$\left.\begin{array}{r}\nabla^{4} G_{x}^{*}+e_{x} \delta\left(x-x_{i}, y-y_{i}\right) / G=0 \\ \nabla^{4} G_{y}^{*}+e_{y} \delta\left(x-x_{i}, y-y_{i}\right) / G=0\end{array}\right\}$
The previous equations lead to the conclusion that the parameters $\mathbf{G}_{\mathbf{x}}^{*}, \mathbf{G}_{\mathbf{y}}^{*}$ can be defined in terms of one functions: $\mathbf{G}_{\mathbf{x}}^{*}=\mathbf{g}^{*} \mathbf{e}_{\mathbf{x}}, \mathbf{G}_{\mathbf{x}}^{*}=\mathbf{g}^{*} \mathbf{e}_{\mathbf{x}}$
Hence, Equations(15) may be reduced to the following equation:
$\nabla^{4} \mathbf{g}^{*}+\boldsymbol{\delta}\left(\mathbf{x}-\mathbf{x}_{\mathbf{i}}, \mathbf{y}-\mathbf{y}_{\mathbf{i}}\right) / \mathbf{G}=\mathbf{0}$
Defining another function $\boldsymbol{\sigma}^{*}$ such that: $\boldsymbol{\nabla}^{\mathbf{2}} \mathbf{g}^{*}=\boldsymbol{\Phi}^{*} / \mathbf{G}$
Then Equation (17) can be rewritten in terms of the following Poisson's partial differential equation:
$\nabla^{4} \boldsymbol{\omega}^{*}+\delta\left(\mathbf{x}-\mathbf{x}_{\mathbf{i}}, \mathbf{y}-\mathbf{y}_{\mathbf{i}}\right)=0$
which has the following solution:
$\bar{\sigma}^{*}=\frac{1}{2 \pi}\left[\log (1 / r)+C_{1}\right]$
Substituting the above expression into equation (18), and using direct integration, it can be shown that:
$\mathrm{g}^{*}=\frac{\mathrm{r}^{2}}{8 \pi \mu}\left[\log (1 / \mathrm{r})+\mathrm{C}_{1}+1\right]+\mathrm{C}_{2}$
where $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$ are arbitrary integration constants.
Then, equations (14) become as:

$$
\begin{equation*}
\mathbf{u}_{\alpha}^{*}\left(x-x_{i}, y-y_{i}\right)=G_{\alpha 1}\left(x-x_{i}, y-y_{i}\right) e_{x}+G_{\alpha 2}\left(x-x_{i}, y-y_{i}\right) e_{y} \tag{22}
\end{equation*}
$$

where the fundamental solution parameter $G_{\alpha \beta}$ is expressed as follows:

$$
\begin{equation*}
G_{\alpha \beta}\left(x-x_{i}, y-y_{i}\right)=\nabla^{2} g^{*} \delta_{\alpha \beta}-\frac{1}{2(1-p)}\left(\frac{\partial^{2} g^{*}}{\partial x_{\alpha} \partial x_{\beta}}\right) \tag{23}
\end{equation*}
$$

All explicit expressions for the fundamental solution parameters given in this paper are found in (alAdthami, 2003).

## Fundamental Strain

The components of Cauchy's strain tensor can be defined for the previous case, as follows (Desai and Siriwardane 1984):

$$
\begin{equation*}
\varepsilon_{\alpha \beta}^{*}=\frac{1}{2}\left(\frac{\partial \mathbf{u}_{\beta}^{*}}{\partial \mathbf{x}_{\alpha}}+\frac{\partial \mathbf{u}_{\alpha}^{*}}{\partial \mathbf{x}_{\beta}}\right) \tag{24}
\end{equation*}
$$

and using equation (22), the previous equation may be written in the following form:

$$
\begin{equation*}
\varepsilon_{\alpha \beta}^{*}=\mathbf{A}_{\alpha \beta 1}^{*} \mathbf{e}_{\mathbf{x}}+\mathbf{A}_{\alpha \beta 2}^{*} \mathbf{e}_{\mathbf{y}} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}_{\alpha \beta \gamma}^{*}=\frac{1}{2}\left(\frac{\partial \mathbf{G}_{\beta \gamma}}{\partial \mathbf{x}_{\alpha}}+\frac{\partial \mathbf{G}_{\alpha \gamma}}{\partial \mathbf{x}_{\beta}}\right) \tag{26}
\end{equation*}
$$

All fundamental solutions given in this paper are functions of $\left(x-x_{i}, y-y_{i}\right)$.

## Fundamental Stress

Substituting the fundamental strain tensor defined by equation (25) into the stress-strain relationships, then it can be proved that:

$$
\begin{equation*}
\sigma_{\alpha \beta}^{*}=\mathbf{D}_{\alpha \beta 1}^{*} \mathbf{e}_{\mathbf{x}}+\mathbf{D}_{\alpha \beta 2}^{*} \mathbf{e}_{\mathbf{y}}^{*} \tag{27}
\end{equation*}
$$

## Fundamental Traction

If the fundamental stress components defined above are employed in equations (5), then the corresponding components of fundamental tractions can be expressed in the following form:

$$
\left.\begin{array}{l}
T_{x}^{*}=F_{11} e_{X}+F_{12} e_{y}  \tag{28}\\
T_{y}^{*}=F_{21} e_{X}+F_{22} e_{y}
\end{array}\right\}
$$

## Boundary Integral Equations

The governing boundary integral equations are usually obtained by employing fundamental solutions as weighting functions in inverse weighted - residual expressions. For linear elastic problems, the Maxwell-Betti reciprocal theorem may also be used for direct derivation of boundary integral equations.

## Boundary Integral Equations of Displacement

Substituting the fundamental loading parameters defined by equations (12) into the inverse expression, and using Dirac delta properties, it can be deduced that:
$\left.\begin{array}{l}C_{i} u_{i} e_{x}+C_{i} v_{i} e_{y}+\oint_{\Gamma}\left(T_{x}^{*} u+T_{y}^{*} v\right) d \Gamma= \\ \oint_{\Gamma}\left(T_{x} u^{*}+T_{y} v^{*}\right) d \Gamma+\iint_{\Omega}\left(f_{x} u^{*}+f_{y} v^{*}\right) d x d y\end{array}\right\}$
where: $\mathbf{u}_{\mathbf{i}}=\mathbf{u}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right), \quad \mathbf{v}_{\mathbf{i}}=\mathbf{v}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)$
Employing fundamental displacements (equation 22), and fundamental tractions (equation 28), for arbitrary values of $e_{x}, e_{y}$, then equation (19) can be split into the following boundary integral equations which are defined with respect to the source point $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ :

where:

$$
\begin{align*}
& U\left(x_{i}, y_{i}\right)=\iint_{\Omega}\left(G_{11} f_{x}+G_{21} f y\right) d x d y  \tag{32}\\
& V\left(x_{i}, y_{i}\right)=\iint_{\Omega}\left(G_{12} f_{x}+G_{22} f y\right) d x d y
\end{align*}
$$

which represent domain loading terms.
If the source point $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ is inside the domain, then $\mathrm{C}_{\mathrm{i}}=1$, and equations (30) and (31) may be modified as follows:

$$
\begin{align*}
& \mathbf{u}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)=\mathbf{U}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)+\oint_{\Gamma}\left(\mathbf{G}_{11} \mathbf{T}_{\mathbf{x}}+\mathbf{G}_{21} \mathbf{T}_{\mathbf{y}}\right) \mathrm{d} \Gamma-\oint_{\Gamma}\left(\mathbf{F}_{11} \mathbf{u}+\mathbf{F}_{21} \mathbf{v}\right) \mathrm{d} \Gamma  \tag{34}\\
& \mathbf{v}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)=\mathbf{V}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)+\oint_{\Gamma}\left(\mathbf{G}_{12} \mathbf{T}_{\mathbf{x}}+\mathbf{G}_{22} \mathbf{T}_{\mathbf{y}}\right) \mathrm{d} \Gamma-\oint_{\Gamma}\left(\mathbf{F}_{12} \mathbf{u}+\mathbf{F}_{22} \mathbf{v}\right) \mathrm{d} \Gamma \tag{35}
\end{align*}
$$

The analysis given in the remaining subsections will be limited to cases with source points being inside the domain.

## Boundary Integral Equations of Strain

Equations (34) and (35) can be differentiated partially with respect to $x_{i}$ and $y_{i}$; that is, Cauchy's strain components may be defined at an internal point ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}$ ) as follows (Banerjee 1994):
$\varepsilon_{x x}\left(\mathbf{x}_{i}, \mathbf{y}_{i}\right)=\frac{\partial u_{i}}{\partial x_{i}}, \quad \varepsilon_{y y}\left(x_{i}, y_{i}\right)=\frac{\partial v_{i}}{\partial y_{i}}, \quad \varepsilon_{x y}=\frac{1}{2}\left[\frac{\partial u_{i}}{\partial y_{i}}+\frac{\partial v_{i}}{\partial x_{i}}\right]$
When employing displacement equations (equations 34 and 35 ) in the previous expressions of strain components, integral terms are to be differentiated with respect to $x_{i}$ and $y_{i}$. Then, the boundary integral equation for Cauchy's strain tensor may be expressed in the following form:
$\varepsilon_{\alpha \beta}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathrm{i}}\right)=\iint_{\Omega}\left(\mathrm{A}_{\alpha \beta 1} \mathbf{f}_{\mathrm{x}}+\mathrm{A}_{\alpha \beta 2} \mathbf{f}_{\mathrm{y}}\right) \mathrm{dxdy}+\oint_{\Gamma}\left(\mathrm{A}_{\alpha \beta 1} \mathrm{~T}_{\mathrm{x}}+\mathrm{A}_{\alpha \beta 2} \mathrm{~T}_{\mathrm{y}}\right) \mathrm{d} \Gamma-$
$\oint\left(B_{\alpha \beta 1} \mathbf{u}+\mathbf{B}_{\alpha \beta 2} \mathbf{v}\right) \mathbf{d} \Gamma$
where: $\quad \mathbf{A}_{\alpha \beta \gamma}=-\mathbf{A}_{\alpha \beta \gamma}$, and

$$
\begin{equation*}
\mathbf{B}_{\alpha \beta \gamma}=-\frac{1}{2}\left[\frac{\partial \mathbf{F}_{\gamma \beta}}{\partial \mathbf{x}_{\alpha}}+\frac{\partial \mathbf{F}_{\gamma \alpha}}{\partial \mathbf{x}_{\beta}}\right] \tag{38}
\end{equation*}
$$

## Boundary Integral Equations of Stress

Substituting the strain tensor defined by the boundary integral equation (37) into the stress-strain relationships, then a boundary integral equation for the stress tensor at the internal source point ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}$ ) can be described, and expressed in the following form (Banerjee 1994):

$$
\begin{align*}
& \sigma_{\alpha \beta}\left(\mathbf{x}_{\mathbf{i}}, \mathbf{y}_{\mathbf{i}}\right)=\iint_{\Omega}\left(D_{\alpha \beta 1} f_{x}+D_{\alpha \beta 2} f_{y}\right) \mathbf{d x d y}+\oint_{\Gamma}\left(D_{\alpha \beta 1} T_{x}+D_{\alpha \beta 2} T_{y}\right) d \Gamma- \\
& \oint_{\Gamma}\left(\mathbf{E}_{\alpha \beta 1} \mathbf{u}+\mathbf{E}_{\alpha \beta 2} \mathbf{v}\right) \mathbf{d} \Gamma  \tag{39}\\
& \text { where: } D_{\alpha \beta \gamma}=-D_{\alpha \beta \gamma} \tag{40}
\end{align*}
$$

## Numerical Treatment of the Boundary Integral Equations

The boundary element method, as described in the previous sections, is based upon dividing the boundary into a suitable number of boundary elements, and approximating the boundary distributions of field function parameters such as displacements and tractions by interpolating them in terms of their nodal values within each element. Discretizing the boundary $\Gamma$ of a twodimensional elasticity problem into $n_{e}$ boundary elements, the boundary integral equations (equations 30 and 31 ) with respect to the source point may be rewritten as follows:

$$
\begin{align*}
& C_{i} u_{i}+\sum_{e=1}^{n_{e}}\left[\oint_{\Gamma_{e}}\left\{F_{11} u\left(\Gamma_{e}\right)+F_{21} v\left(\Gamma_{e}\right)\right\} d \Gamma\right]= \\
& \left.\sum_{e=1}^{n_{e}}\left[\oint_{\Gamma_{e}}\left\{G_{11} T_{x}\left(\Gamma_{e}\right)+G_{21} T_{y}\left(\Gamma_{e}\right)\right\} d \Gamma\right]+U\left(x_{i}, y_{i}\right)\right\}  \tag{41}\\
& C_{i} \mathbf{v}_{i}+\sum_{e=1}^{n_{e}}\left[\oint_{\Gamma_{e}}\left\{F_{12} \mathbf{u}\left(\Gamma_{e}\right)+F_{22} \mathbf{v}\left(\Gamma_{e}\right)\right\} d \Gamma\right]= \\
& \sum_{e=1}^{n_{e}}\left[\oint_{\Gamma_{e}}\left\{G_{12} T_{x}\left(\Gamma_{e}\right)+G_{22} T_{y}\left(\Gamma_{e}\right)\right\} d \Gamma\right]+V\left(x_{i}, y_{i}\right)
\end{align*}
$$

where each parameter in the form of $f\left(\Gamma_{e}\right)$ represents a field function parameter approximated over the boundary $\Gamma_{\mathrm{e}}$ of the eth element.

## A Computer Program for Two-Dimensional Solid Continuum Problems

A computer program based upon the theory of the two-dimensional solid continuum mechanics problems of the boundary element method with constant elements is coded in FORTRAN 77 and introduced herein. The program can deal with plane-stress and plane strain problems with surface and domain loading.
In the design of tunnels to be constructed in urban areas, it is necessary to estimate the magnitude and distribution of the stresses and settlements that are likely to occur due to a particular design and
construction technique. Also, the effect of these stresses and movements upon existing surface and buried structures has to be studied.
The main factors that greatly affect the stresses and deformations around tunnels and underground excavations are the shape, dimensions, depth of opening below the ground surface, distance between the openings and the kind of supports (gap parameters). Therefore, the influence of the depth of the tunnel below the ground surface is conducted herein by considering a cavity of 4 meters diameter under a constant surcharge load of $50 \mathrm{KN} / \mathrm{m}^{2}$.
The computer program is used for the determination of the stress and deformation fields around one cavity. The soil is assumed to be homogeneous, isotropic and a linearly elastic medium containing one opening representing the cavity dimensions and positions. The chosen discretization boundary element mesh is shown in Fig. (1).

## INFLUENCE OF DEPTH BELOW THE GROUND SURFACE:

## Case of a Single Cavity:

Fig. (2) shows a schematic representation of the problem to be studied for 6 values of depth/diameter ratios ( $\mathrm{Z}_{0} / \mathrm{D}=1,1.5,2,2.5,3$ and $\infty$ )
Figs (3) and (4) show the vertical and horizontal displacements ( $U_{y}$ and $U_{x}$ ) along the ground surface. It can be noticed from these figures that as $\left(\mathrm{Z}_{0} / \mathrm{D}>3\right)$, the disturbing influence on the ground surface does not exceed $5 \%$ from the case of no-cavity condition.
Fig. (5) shows the variation of vertical stresses over a line passing through the centerline of the surface loading and the center of cavities (line I-I) in Fig. (3). The stresses are normalized by dividing the values by the applied load. From this figure, it can be seen that the vertical stress distributions increase with the increase of $\mathrm{Z}_{\mathrm{o}} / \mathrm{D}$ ratio, reaching to maximum values as $\mathrm{Z}_{\mathrm{o}} / \mathrm{D} \rightarrow \infty$ (case of no cavity).
Fig. (6) shows the variation of horizontal stresses over a line passing through the centerline of the surface loading and the center of cavities ((line I-I) in Fig. (3)). The stresses are normalized by dividing the values upon the applied load, P. From this figure, it can be seen that the maximum value of horizontal stress decreases as $\mathrm{Z}_{0} / \mathrm{D}$ increases, and the point of maximum compressive horizontal stress lies between the ground surface and 0.5 D below it, depending on the position of the cavity.
Fig. (7) shows the variation of vertical stresses along a vertical line (II-II) (in Fig. (3)) at a distance of 0.625 D from the cavity's centerline (where D is the diameter of the cavity). It is evident from this figure that the maximum values of $\sigma_{y}$ occur at the point lying on the horizontal level of the centerline of the cavities.
Fig. (8) shows the variation of the horizontal stresses along the same line (as described above). From this figure, it can be seen that the value of $\sigma_{\mathrm{x}}$ increases to a maximum compressive value above the centerline of the cavity then reverses back to a maximum tensile value on the spring level. Afterwards, it decreases asymptotically to a minimum value as $\mathrm{Z}_{\mathrm{o}} / \mathrm{D} \rightarrow \infty$.

Fig. (1)-Constant boundary element discretization mesh for soil-cavity system.


Fig. (2)-Schematic views of surface load-soil-cavities system.


Fig. (3) - Vertical displacements on the surface


Fig. (4) - Horizontal displacements on the surface


Fig. (5)-Variation of vertical stresses along line I-I.


Fig. (6)-Variation of horizontal stresses along line I-I.


Fig. (7)-Variation of vertical stresses along line II-II.


Fig. (8)-Variation of horizontal stresses along line II-II.

Fig. (9) shows the distribution of vertical stresses over a horizontal line 4.0 meters below the ground surface, namely (III-III in Fig.(3)), which may represent the raft foundation level of some buildings. It is obvious that by increasing values of $\mathrm{Z}_{0} / \mathrm{D}$, the corresponding $\sigma_{\mathrm{y}}$ values increase for the region $|X|<D / 2$ and then take an opposite trend for $|X| \geq D / 2$.


Fig. (9)-Vertical stress distribution on line III-III.

Figs. (10) and (11) show the vertical and horizontal displacements on the same line (III-III). It is noticed that their values increase with the decrease of $Z_{o} / D$ ratio.


Fig. (10) -Vertical displacements along line III-III.
X/D


Fig. (11)-Horizontal displacement along line III-III.
Fig. (12) shows the vertical stresses over a horizontal line 1.0 meter below the ground surface (IV-IV) (Fig. (2)) which may represent the foundation level of many isolated footings. It is noticed that the heave effect starts to appear at a distance equal to d from the centerline of the surface loading.


Fig. (12)-Vertical stress distribution along line IV-IV.

Fig. (13) shows the vertical displacements along the same line above (IV-IV). It is noticed that for the values of $\mathrm{Z}_{\mathrm{o}} / \mathrm{D}<3$, the displacements can be significantly more and the cavity effect has to be considered. For the values of $Z_{0} / D>3$, the displacements do not exceed those from the case of nocavity by more than $6 \%$ and then the effect of cavity can be neglected.


Fig. (13)-Vertical displacements along line IV-IV.

## CONCLUSIONS

1- The boundary element method is a practical numerical tool that can be used to obtain solutions to a number of geotechnical problems of considerable complexity.
2- For two-dimensional solid continuum problems, the boundary element method presents the same advantage concerning the discretization of only the boundaries and reduction of the time for preparation of data.
3- A marked increase of stresses is found as the cavity approaches the ground surface and the stress distribution is very sensitive to the depth variation compared with the case of no-cavity conditions.

4- The maximum stresses occur at the haunches of the tunnel rather than at the crown.
5- For the circular cavity that is considered in this paper, it was found that with increasing the depth below the ground surface (depth/tunnel diameter $>3$ ), the surface settlements do not exceed $6 \%$ from those obtained for the case of no-cavity condition.
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# EFFECT OF HARMONICS ON A SOLID-ROTOR INDUCTION MOTOR 
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#### Abstract

The paper records a study of an investigating the performance of a solid-rotor induction motor with a rectilinear inverter excitation to identify the effects of the associated time harmonics. The performance is determined experimentally by using a stator of a three-phase laboratory induction motor that is fitted with a solid-steel rotor and compared with the theoretical model developed which uses the Fourier components of the supply voltage waveform. Final conclusions are drawn from comparing motor performances with sinusoidal and inverter excitations. An equivalent circuit model is developed to determine the harmonic currents. The development of the theoretical model make use of the results of existing field analyses. Harmonic currents and other performance details including the possible interactions between the co-existing harmonics are determined and discussed. The measured values of torque, input current and power over full speed range with the two types of excitation are presented, and compared with the theoretical values. The waveforms of current, phase and line voltages are analyzed experimentally and compared with simulation results. The theoretical results correlate well with measured results and the significant harmonic effects are identified.


## الخلاصة

: تسجل هذه الأطروحة در اسة لبحث أداء الدحرك الحثي من النوع ذو الدو ار الصلب (Solid-Rotor) بتغذيته من خلال فولتية العاكس للتعرف على التأثنير المر افق لللتو افقيات الموجودة ضمن فولتية العـــاكس. لقـــد تــــ
 النموذج النظري الذي تم باستخدام مركبــات فــورير (Fourier Components) لموجـــة فولتيـــة العـــاكس.
 نموذج للائرة المكافئة لإيجاد تيار ات النو افقيات. أن تطوير هذا النموذج النظري تم باستخدام نتــــئج تحليــل المجالات في الدوار الصلب. تيار ات النو افقيات وتفاصيل أداء المحرك بما يشمل النتداخلات المحتمــــة بــين التنو افقيات المتولدة سوية تم استتتاجها ومناقشتنها. القر اءات المقاسة لكل من التيار و العزم و القـررة علــى كــلـ مدى السر عة ولكلا النو عين من التغذية، قد تم عرضهـا وقورنت مع اللنتائج و القبم النظريـــة. موجـــــة التيــــار وموجة فولتية الطور و الخط نم تحليلها مختبريا وقورنت مع النتائج النظرية. النتائج النظرية اتفقت بشكل جيد مع القيم العملية وتم تحديد النأثثير ات الأكثر أهمية لهذه النو افقيات.
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## INTRODUCTION

The most elementary type of rotor used in induction motors is the solid-steel rotor, which offers advantages in ease of manufacture, mechanically rigid and having good thermal properties. These features have made them attractive proposals to replace conventional rotors of induction motors, at least in some particular design and applications, and particularly for high-speed applications such as (20000-200000) rpm. The solid-rotor motor have high starting torque with low starting current, high rotor mass to absorb heat during repetitive starts, and a wide range of speed control for a narrow range of voltage variation. Many attempts have been made at improving their performance. Early attempts rely on using a soft-iron rotor with copper end plates [I. Woolley, 1973], to reduce the effective rotor resistance and achieve the desired torque. New attempts use different approaches of using composite rotor constructions [J. Saari, 1998, D. Gerling, 2000].
The development of static switching devices with high power ratings is leading to their continuously increasing application in the control of electrical machines. The static Inverters started replacing the old rotary converters. Inverters operation is based on the switching techniques. Therefore, their output is a nonsinusoidal voltage waveform. Fourier analysis show that inverter waveform contains many harmonics, when compared with old rotary converters. The solid-rotor motor has a significant advantage over conventional cage-rotor motors, when used in conjunction with solid-state drives [Leo A. Finzi, 1968]. Its rotor impedance have a numerical value which depends strongly on the magnitude of the voltage applied to the stator terminals for any given frequency [Leo A. Finzi, 1968]. The output voltage and current waveforms of the inverter are rich in harmonics, and these harmonics may have adverse effects on the motor performance. Harmonics can be a source of trouble in induction motors, producing extra losses and noise. The orders and magnitudes of the current harmonics which are present in the converter output depend on the design of the static converter and on the type of load, and are usually amenable to analysis by Fourier series.
The performance of induction motors operating on a nonsinusoidal voltage can be analyzed using different approaches. Among these are the equivalent circuit approach [G. C. Jain, 1964, B. J. Chalmers, 1968, A. M, 2001], the generalized machine theory approach and the multi-reference frame approach. The last two approaches yield time domain results making them convenient for analyzing the dynamic performance of induction motors [A. M, 2001]. Since the work presented in this paper deals with the steady-state performance, the equivalent circuit approach is adopted through out the presented work to comply with the Fourier analysis approach.

## THEORY AND MODELING OF A SOLID-ROTOR INDUCTION MOTOR

A solid-rotor induction motor operates according to the same principles of operation as a conventional induction motor. The performance of such a motor is characterized by the nature of the interaction between the air-gap revolving field and the eddy currents induced in the solid-rotor, which develop the electromagnetic torque.
It is necessary to evaluate the impedance of the solid- rotor, both in phase and magnitude, to predict the behaviour of the motor under load conditions. The main difficulty in deriving an expression for this impedance arises from the extremely nonlinear magnetisation characteristic of the steel material. Many different approaches have been adopted to the calculation of eddy current loss in unlaminated magnetic materials aiming to develop an equivalent rotor impedance to be included in the parameters of motor equivalent circuit.
Early attempts are based on the assumption of material constant permeability, i.e. they considered the rotor as a linear medium. More realistic attempts used non-linear approximations to fit the magnetising curve, such as a limiting non-linear rectangular approximation. The limiting non-linear
method is well established and its result agrees well with practical measurements. It is simple to use, and widely-accepted since the magnetising force at the surface of the solid-rotor is usually high enough to drive the rotor material well into saturation. Both the non-linear and linear models has found application in the modeling of a solid-rotor machines.

## SOLID-ROTOR MOTOR WITH SINE-WAVE SUPPLY

In the solid-rotor motor, the mechanism of flux penetration into the magnetic material depends greatly on the magnetic nonlinearity of the iron. Hence it is desirable to think in terms of equivalent circuit, it is recognized that the rotor circuit parameters have a peculiar property that for any given frequency, their numerical values depend strongly on the magnitude of the voltage applied to the stator terminals. To determine the rotor losses and torque of an induction machine with a solid-steel rotor, results of the approximate theory based on an rectangular B-H characteristic for steel material (which has been successfully used for a very wide range of applications which is called the limiting non-linear theory) is used in dealing with the fundamental voltage component as well as sine-wave supply.
The flux penetration into solid steel considers that the flux density within the steel may exist only at a magnitude equal to a saturation level $\pm B_{s}$. Thus for a given $\phi$, as approximately occurs with a constant applied voltage, $\delta$ is constant and is independent on rotor frequency [B. J. Chalmers, 1984]. Using the limiting non-linear representation in the analysis of solid-rotor yield an expression for the equivalent rotor impedance referred to the stator [B. J. Chalmers, 1984, -1972-1980-1982], the rotor phase angle is given by this analysis as $26.6^{\circ}$. Impedance expression is found upon analysis of the eddy-current losses at slip frequency in the solid rotor. The general form of the expression of rotor impedance is given in eq. (1)
$\mathrm{Z}_{2 \mathrm{f}}=\left(\frac{A m L^{2} N^{2} \rho B_{s}}{K_{e} D \phi s}\right) \angle \theta_{2}$

Where
L: Rotor length
$m$ : Number of stator phases.
$N$ : Effective number of stator turn per phase.
$\rho$ : Rotor resistivity.
$B_{s}$ : Saturation flux density of the rotor material.
$K_{e}$ : End effect factor [1].
$D$ : Rotor diameter.
s: Slip
$A$ and the phase angle $\theta_{2}$ are constants.
The value of $A$ is $\left(\frac{1280}{9 \pi^{3}}\right.$ ) and $\theta_{2}$ is $26.6^{\circ}$. In practice the empirical adjustment of $\theta_{2}$ to $30^{\circ}$, slightly above the value of $26.6^{\circ}$, gives consistently good correlation with practical results for a wide range of design [B. J. Chalmers, 1984, A. M. Saleh, 1985]. The variable quantities in eq. (1) are the slip s and the flux per pole $\phi$, which is dependent on the air-gap voltage and this, in turn, varies with stator current owing to the presence of series stator impedance [B. J. Chalmers, 1972]. It is seen that $Z_{2 f}$ is inversely proportional to the product of flux and slip and this arises from the effect of the magnetic non-linearity of the rotor material. For an induction machine with uniform
air-gap flux the rotor impedance at the fundamental supply frequency can be expressed in terms of the air-gap voltage, E, [A. M. Saleh, 1985] as below
$\mathrm{Z}_{2 \mathrm{f}}=\left(\frac{A m L^{2} N^{3} \rho B_{s} f}{K_{e} D E s}\right) \angle \theta_{2}$

## Equivalent Circuit

The equivalent circuit of the polyphase induction motor with a solid-rotor, resulting from the treatment mentioned above, is shown in Fig.(1), where $r_{1}$ and $x_{1}$ represent the stator winding resistance and leakage reactance, $\mathrm{x}_{\mathrm{m}}$ represent the magnetizng reactance and $\mathrm{Z}_{2 \mathrm{f}}$ is the rotor equivalent impedance referred to the stator at the fundamental supply frequency eq. (2), the core losses is neglected. So far the circuit appears to have the same configuration as the familiar equivalent circuit of conventional polyphase induction motors.
The equivalent impedance per phase is given by
$\mathrm{Z}=\mathrm{Z}_{1}+\mathrm{Z}_{\mathrm{m}} \mathrm{Z}_{2 \mathrm{f}} /\left(\mathrm{Z}_{\mathrm{m}}+\mathrm{Z}_{2 \mathrm{f}}\right)$
Where $\mathrm{Z}_{1}=\mathrm{r}_{1}+\mathrm{j} \mathrm{x}_{1}$,
$\mathrm{Z}_{\mathrm{m}}=\mathrm{j} \mathrm{x}_{\mathrm{m}}$
The input power to the rotor per phase is given by
$\mathrm{P}_{2}=\mathrm{I}_{2}{ }^{2} \mathrm{R}_{2 \mathrm{f}}$
Where $\mathrm{R}_{2 \mathrm{f}}$ is the rotor resistance referred to stator (i.e. is the real part of $\mathrm{Z}_{2 \mathrm{f}}$ ).
The rotor loss is ( $\mathrm{s}_{2}$ ), then the developed gross output power per phase is
$\mathrm{P}=(1-\mathrm{s}) \mathrm{P}_{2}$
The developed total torque is
$\mathrm{T}_{1}=3 \mathrm{P} / \mathrm{w}_{\mathrm{r}}$
But, $\mathrm{w}_{\mathrm{r}}=(1-\mathrm{s}) \mathrm{w}_{\mathrm{s}}$, then
$\mathrm{T}_{1}=3 \mathrm{P}_{2} / \mathrm{w}_{\mathrm{s}}=3 \mathrm{I}_{2}{ }^{2} \mathrm{R}_{2 \mathrm{f}} / \mathrm{w}_{\mathrm{s}}$
Where $\mathrm{w}_{\mathrm{s}}$ is the synchronous speed of the stator field in rad/sec.


Fig. 1 Equivalent Circuit Per Phase

## HARMONIC ANALYSIS OF 3-PHASE INVERTER

The application of symmetrical, nonsinusoidal three-phase voltages of constant periodicity to the motor terminals results in symmetrical nonsinusoidal three-phase motor currents. These currents may be thought to consist of a fundamental component plus higher time harmonics [Muhammad H. , 1993].
The waveform of inverter voltage depends upon the type of converter and the period of conduction of thyristors. It is rectangular or stepped waveform for $180^{\circ}$ thyristor conduction angle. For a pulse width modulated inverter, output voltage waveform is a pulsed wave depending upon the method of modulation. The nonsinusoidal input wave is resolved into Fourier series. The behaviour of the machine is obtained by superposing the effects of fundamental and harmonics. This method provides informations about individual harmonic behaviour which reflect a guide to the inverter design.

## Fourier Steady-State Analysis

The output voltage waveform of a three-phase inverter feeding a three-phase induction motor depends on the conduction period of the switching elements. The output waveform of the inverter is, however, periodic and can be analyzed using Fourier series. For symmetrical waveforms (the positive half cycle is the same as the negative half cycle) there will be no even order harmonics (i.e. $2,4,6$,..etc.). Hence, by using Fourier series and according to the waveform shown in Appendix [A], the only orders of harmonics that can be affect machine performance are $\mathrm{n}=6 \mathrm{k} \pm 1$
Where $\mathrm{k}=1,2,3, \ldots$ etc.
According to the Appendix [A], the expression for the phase voltage, first phase, say $\mathrm{v}_{\mathrm{a}}$ can be written as
$\mathrm{v}_{\mathrm{a}}=\sum_{n=1,5,7, . .}^{\infty} \mathrm{V}_{\mathrm{n}} \sin (\mathrm{nwt})$
Where the constant $\mathrm{V}_{\mathrm{n}}$ is determined as shown in appendix [A] depending on the shape of the waveform under consideration.
The harmonic of order $\mathrm{n}=6 \mathrm{k}-1$ (such as $\mathrm{n}=5,11,17, \ldots$ etc.) travels in a direction opposite to that of the fundamental field with the same number of poles as the fundamental field, i.e., it rotates at a speed equal to $\left((6 k-1) \mathrm{N}_{\mathrm{s}}\right.$ ) [6]. The harmonics of order $\mathrm{n}=6 \mathrm{k}+1$ (such as $\mathrm{n}=7,13,19$, ..etc.) travels in the same direction as the fundamental at a speed equal to $\left((6 \mathrm{k}+1) \mathrm{N}_{\mathrm{s}}\right)$.
The eq. (8) can be written in a more convenient form to indicate the sequence of the harmonic, too, as:

$$
\begin{equation*}
\mathrm{n}=1 \pm 6 \mathrm{k} \tag{10}
\end{equation*}
$$

Thus, the harmonic orders are $-5,7,-11,13, \ldots$ etc. The negative sign associated with the $\mathrm{n}^{\text {th }}$ harmonic represents a negative sequence harmonic order. Third harmonic voltages are in time phase, they form a zero-sequence voltages. They can not push a current in a star-connected stator windings with no neutral connection. All harmonics of order triple $n$ will be zero-sequence, and therefore their effect will be negligible.
A time harmonic of order " n " results in a harmonic synchronous speed $\mathrm{nN}_{\mathrm{s}}$ and if the machine is rotating at a speed $\mathrm{N}_{\mathrm{r}}$ the $\mathrm{n}^{\text {th }}$ harmonic slip is given by
$\mathrm{s}_{\mathrm{n}}=\left(\mathrm{nN}_{\mathrm{s}} \pm \mathrm{N}_{\mathrm{r}}\right) / \mathrm{nN}_{\mathrm{s}}$
The negative sign in eq. (11) refers to forward rotating fields, obtained with harmonic order $1,7,13, \ldots$ etc., while the positive sign refers to backward rotating fields, obtained with harmonic order $5,11,17, \ldots$ etc. In terms of fundamental frequency slip, the time harmonic slip is found to be
$\mathrm{s}_{\mathrm{n}}=(\mathrm{n} \pm(1-\mathrm{s})) / \mathrm{n}$
Hence the frequency of the $\mathrm{n}^{\text {th }}$ harmonic rotor current is
$\mathrm{f}_{2 \mathrm{n}}=\mathrm{s}_{\mathrm{n}}\left(\mathrm{nf}_{1}\right)=[\mathrm{n}-(1-\mathrm{s})] \mathrm{f}_{1}$
For normal operation of an induction machine, $s$ is usually very small and $s$ is much $\mid$ i\&s than $n-1$ and therdfore
$\mathrm{s}_{\mathrm{n}}=(\mathrm{n}-1) / \mathrm{n}$
and,
$\mathrm{f}_{2 \mathrm{n}}=(\mathrm{n}-1) \mathrm{f}_{1}$
Assuming that the saturation effect is negligible, that may arise due to superimposing voltages of different frequencies [1988], the principle of superposition can be applied to determine the overall performance of the 3-phase induction motor. Superposition principle rely on the assumption of linear systems. Therefore, this method is subject to the limitation imposed by the superposition principle. However, for nonsinusoidal voltage waveform, the motor behaviour for the fundamental is, as well as for individual harmonics are, determined independently and the net performance is assumed to be the sum of the contributions of each harmonic of the voltage waveform. The equivalent circuit of the induction motor is used in the analysis and the behaviour of the motor for each harmonic voltage is obtained by modifying the equivalent circuit for the harmonic under consideration. Thus a series of independent equivalent circuits (one for each harmonic) are used to calculate the complete steady state behaviour of the motor. The lack in the superposition principles is overcome by considering the possible interaction between field components which are present in the machine.

## INVERTER FED SOLID-ROTOR MOTOR

An alternating magnetic field induces eddy currents in the material of iron cores. The eddy currents oppose the change of the flux, thus the magnetic field and flux can only penetrate to a certain depth within the magnetic material. The inner part of the material is left without flux. The depth of flux penetration is defined as the distance from a surface of a conductive material plane where an amplitude of an electromagnetic incident wave penetrating into the magnetic material [J. Lahteenmaki, 2002]. As the harmonic flux penetration into the rotor material is relatively small, the rotor is therefore assumed to have a constant permeability equal to the computed value at the rotor surface, and the surface impedance may be evaluated for each harmonic [D. O'Kelly, 1976]. The small harmonic flux component (of high frequency) is considered superimposed upon the larger fundamental component of flux. Results of the linear electromagnetic representation of the BH curve is used in the analysis of a solid-rotor motor with nonsinusoidal supply. This method yields the classical depth of penetration which is dependent upon rotor angular frequency. The linear representation of the $\mathrm{B}-\mathrm{H}$ characteristic of rotor steel, obviously, assumes a constant permeability, $\mu$ (i.e., $\mathrm{B}=\mu \mathrm{H}$ ).
The assumption of linear magnetic material is non-realistic and this analysis is rarely used. However, it is widely used to treat cases of superimposed flux components rotating at different frequencies [B. J. Chalmers, A. M. Saleh, 1980-1982-1985]. The rotor impedance referred to the stator according to this method of analysis may be presented for each harmonic order under consideration as given below
$\mathrm{Z}_{2 \mathrm{n}}=\left(\frac{4 \sqrt{2} m N^{2} L}{\sqrt{\pi} D K_{e}}\right)\left(\frac{\mu_{0} \mu_{r} \rho f_{n}}{s_{n}}\right)^{1 / 2} \angle 45^{\circ}$
Where $f_{n}=\mathrm{nf}_{1}$,
and,

$$
\mathrm{s}_{\mathrm{n}}=\mathrm{n} \pm(1-\mathrm{s}) / \mathrm{n}
$$

This expression with a value of a phase angle of $45^{\circ}$ and with a value of constant incremental permeability $\mu_{r}$ of 43 is used in the analysis of this study. Reference [10] gave a table with values of $\mu_{r}$ for different sizes of machines and ranges of electromotive forces, derived from tests carried out on rotor materials. The use of a constant value of $\mu_{r}$ of 43 was found acceptable during the experimental test over a wide range of positive and negative sequence field intensities [B. J. Chalmers, 1984, A.M. Saleh, 1985].

## Harmonic Equivalent Circuit

The fundamental frequency equivalent circuit shown in Fig. (1) must be modified to take into account the harmonic frequencies. This can be achieved by introducing the following changes [B. J. Chalmers, 1977, A.M. Saleh, 2001]:
all reactances have a value of " $n$ " times their value at the fundamental frequency $f_{1}$, the operating slip is the harmonic slip $\mathrm{s}_{\mathrm{n}}$.
The equivalent circuit of a solid-rotor induction motor with nonsinusoidal voltage supply appears to have the same configuration as the familiar equivalent circuit of a conventional induction motor under the same supply voltage as shown in Fig. (2). The only difference is in the expression of the rotor impedance referred to the stator for harmonic orders under consideration as given in eq. (16) above.


Fig. 2 Harmonic Equivalent Circuit

## PRINCIPAL EFFECTS OF HARMONICS ${ }^{\text {Per Phase. }}$

The additional losses due to the presence of harmonic may be high if the supply waveform have large harmonic contents. These losses result from the increase in magnetic and ohmic losses. Magnetic losses are caused by harmonic main flux and harmonic leakage flux. Since rotor slip, $\mathrm{s}_{\mathrm{n}}$, is almost unity, stator harmonic current is reflected in the rotor and the resultant main harmonic flux is low. Magnetic loss in metallic parts caused by harmonic leakage flux is difficult to estimate [A.M. Saleh, 1985]. It is believed that ignoring these losses can introduce negligible error, due to the low level harmonic fluxes. Therefore the magnetic loss increase is considered negligible and loss increase is attributed, mainly, to the copper loss.

## Stator Copper Losses

The total rms value of harmonic currents is given by
$\mathrm{I}_{\mathrm{h}}=\sqrt{\sum_{n=5,7, \ldots}^{\infty} I_{n}{ }^{2}}$
Where $\mathrm{I}_{\mathrm{h}}=$ harmonic currents.
The rms value of the total current is
$\mathrm{I}=\sqrt{I_{1}{ }^{2}+I_{h}{ }^{2}}$

The additional stator copper losses are determined by adding the losses due to each harmonic. Therefore, the increase in the stator copper losses is $\left(\mathrm{I}_{\mathrm{h}}{ }^{2} \mathrm{r}_{1}\right)$ and the total copper losses per phase can be written as [G. C. Jain, 1964, B. J. Chalmers, 1977]
$\mathrm{P}_{\mathrm{s}}=\mathrm{I}_{1}{ }^{2} \mathrm{r}_{1}+\mathrm{I}_{\mathrm{h}}{ }^{2} \mathrm{r}_{1}=\mathrm{I}^{2} \mathrm{r}_{1}$
The above equation describes the loss increase if the supply waveform have large harmonic contents. The additional losses owing to time-harmonic currents will increase the conductor heating due to higher current flow. In large machines and due to the skin effect the resistance of windings is subject to further increase, too. Higher the frequency, higher the resistance, so when harmonic current flows, the resistance associated with a given harmonic will get increased amplifying the copper loses and increasing the heating of the machine. This is not considered in the present work.

## Rotor Losses

For a conventional cage-rotor induction motor, the rotor resistance variation due to skin effect must be taken into consideration and particularly for deep-bar rotor construction. The rotor loss for every harmonic can be determined. The losses due to each harmonic are added to get the total losses. Usually, these additional rotor losses form a large portion of additional losses in the induction motor operating on a nonsinusoidal voltage [B. J. Chalmers, 1977].
For a solid-rotor induction motor, the rotor resistance for each harmonic order can be determined and the losses due to each harmonic order are determined and added to get the total rotor losses as given by
$\mathrm{P}_{\mathrm{r}}=\mathrm{I}_{2}{ }^{2} \mathrm{~s} \mathrm{R}_{2 \mathrm{f}}+\sum_{n=5,7, \ldots}^{\infty} \mathrm{I}_{2 \mathrm{n}}{ }^{2} \mathrm{~s}_{\mathrm{n}} \mathrm{R}_{2 \mathrm{n}}$

## Mean Developed Torque

Due to the nonsinusoidal air-gap flux and rotor current, a torque is developed for each harmonic component as happens with the fundamental component. The developed torques can act in the forward or in the backward direction depending on the harmonic order [Subrahmanyam, Vedam., 1988].
A unidirectional harmonic torque is generated by the interaction between an air-gap flux and a rotor current component of the same harmonic frequency. It is noted that the net effect of torque harmonics is usually too small in comparison to motor rated torque [W. Shepherd, 1998], as will be explained hereunder.
Each harmonic produces an air-gap power and this power corresponds to a harmonic torque $\mathrm{T}_{\mathrm{n}}$ acting at a speed of $n w_{s}$ (radians per second). Thus, the air-gap power per phase is
$\mathrm{T}_{\mathrm{n}} \mathrm{nw}_{\mathrm{s}}=\mathrm{I}_{2 \mathrm{n}}{ }^{2} \mathrm{R}_{2 \mathrm{n}}$
Where $\mathrm{R}_{2 \mathrm{n}}$ is the resistance of a solid-rotor referred to stator at the frequency of the harmonic under consideration.
This torque can be positive or negative depending on the order of the harmonic under consideration. The equivalent torque in synchronous watts per phase, referred to the fundamental frequency is given by
$\mathrm{T}_{\mathrm{n}}=\mathrm{I}_{2 \mathrm{n}}{ }^{2} \mathrm{R}_{2 \mathrm{n}} / \mathrm{n}$

For forward rotating fields of order $1,7,13, \ldots$.etc., the torque is positive and for reverse rotating fields of order $5,11,17, \ldots$ etc., the torque is negative. The net developed torque due to fundamental and harmonic currents are
$\mathrm{T}=\mathrm{T}_{1} \pm \sum_{n=5,7, \ldots \ldots}^{\infty} \mathrm{T}_{\mathrm{n}}$
Where $\mathrm{T}_{1}$ is the fundamental torque.
The positive sign refers to the torque of a harmonic order in the same direction of fundamental torque (i.e., $\mathrm{n}=7,13,19, \ldots$ ) and the negative sign refers to the torque of a harmonic order in the reverse direction of fundamental torque (i.e., $\mathrm{n}=5,11,17, \ldots$ ). Although, the net harmonic torques are acting against the fundamental one, it is clear that $\mathrm{T}_{\mathrm{n}}$ is very small and the most significant torque reduction arises from the low order harmonics (i.e., $5^{\text {th }}$ and $7^{\text {th }}$ ).

## Torque Pulsation

The fundamental useful steady state torque is developed by the interaction between the fundamental stator air-gap flux and the rotor current. This is a steady constant torque i.e., it does not pulsate in magnitude. However, it is superimposed by the parasitic torques which may be either steady or pulsating torques. Steady torques are due to interaction of air-gap flux and rotor current belonging to the same harmonic. As explained in the previous section, a fifth order harmonic produce braking torque as their direction of rotation is opposite to that of the fundamental. A seventh order harmonic produce a motoring torque as their rotation is in the forward direction. In addition to the unidirectional harmonic torques, a pulsating torque is developed due to interaction between air-gap flux and rotor current belonging to different harmonics.
This pulsating torque whose frequency is the difference between the frequencies under consideration [A. M. Saleh, 2001]. For example, the pulsating torque pulsating at $6 f_{1}$ is generated when fundamental flux reacts with either fifth or seventh harmonic rotor currents. The result is a torque pulsation of six times the fundamental frequency superimposed on the steady-state unidirectional torque [W. Shepherd, 1998].
Table (1) summarises the possible interaction of harmonics with each other and the frequency or the direction of the resulting torque. The interaction can be denoted by flux (or magnetizing current) and rotor current [A. M. Saleh, 2001]. All harmonics co-exist and the following torques, up to the seventh harmonic, are generated by the interactions between their fluxes and currents: -
a) $\mathrm{I}_{\mathrm{m}} \mathrm{I}_{2}$ : the fundamental torque.
b) $\mathrm{I}_{\mathrm{m} 5} \mathrm{I}_{25}$ and $\mathrm{I}_{\mathrm{m} 7} \mathrm{I}_{27}$ : the torque of each harmonic current.
c) $I_{m} I_{25}$ and $I_{m} I_{27}$ : torque of harmonic currents and fundamental flux.
d) $I_{m 5} I_{2}$ and $I_{m 7} I_{2}$ : torque of fundamental current and harmonic fluxes.
e) $I_{m 5} I_{27}$ and $I_{m 7} I_{25}$ : torque of harmonic currents and fluxes.

The torques in (a) and (b) are steady torque and non-pulsating and have been covered in previous sections. Since $I_{m 5}$ and $I_{m 7}$ are very small, and the most significant pulsation of torque is resulting from the interaction between fundamental flux and harmonics currents, that in (c) above, and the torque in (d) and (e) are of negligible importance. For the fundamental component, the air-gap power is equal to the developed mechanical power which can be expressed as torque in (Newtonmeters) acting at the synchronous speed. Thus, the torque per phase is given by
$\mathrm{T}_{1}=\mathrm{E}_{1} \mathrm{I}_{2} \cos \Phi / \mathrm{w}_{\mathrm{s}}$
Where $\Phi$ is the phase angle between the air-gap voltage $\mathrm{E}_{1}$ and rotor current $\mathrm{I}_{2}$ and with solid-rotor its value is $30^{\circ}$, and $\mathrm{w}_{\mathrm{s}}=2 \pi \mathrm{f}_{1} / p=\mathrm{w}_{1} / p$ where $p$ is the number of pole pairs, then $\mathrm{w}_{\mathrm{s}}=\mathrm{w}_{1} / p$. $\mathrm{E}_{1}$ is given by

$$
\begin{equation*}
\mathrm{E}_{1}=\mathrm{j} \mathrm{I}_{\mathrm{m}} \mathrm{X}_{\mathrm{m}}=\mathrm{j} \mathrm{I}_{\mathrm{m}} \mathrm{~L}_{\mathrm{m}} \mathrm{~W}_{1} \tag{25}
\end{equation*}
$$

Where $\mathrm{I}_{\mathrm{m}}$ is the magnetizing current and $\mathrm{L}_{\mathrm{m}}$ is the magnetizing inductance.
From the phasor diagram shown in Fig. (3), $\theta=60^{\circ}$ and one can show that $\left(\mathrm{I}_{2} \cos \Phi=\mathrm{I}_{2} \sin \theta\right)$, therefore,

$$
\begin{equation*}
\mathrm{T}_{1}=0.866 p \mathrm{I}_{\mathrm{m}} \mathrm{~L}_{\mathrm{m}} \mathrm{I}_{2} \tag{26}
\end{equation*}
$$

Fig. (4) shows the phasor diagram of a harmonic, and from this phasor diagram the harmonic torque per phase is given by
$\mathrm{T}_{\mathrm{n}}=p \mathrm{I}_{\mathrm{mn}} \mathrm{L}_{\mathrm{m}} \mathrm{I}_{2 \mathrm{n}} \cos \Phi_{\mathrm{n}}=p \mathrm{I}_{\mathrm{mn}} \mathrm{L}_{\mathrm{m}} \mathrm{I}_{2 \mathrm{n}} \sin \theta_{\mathrm{n}}$
Where $\Phi_{\mathrm{n}}=\theta_{\mathrm{n}}=45^{\circ}$. Therefore,
$\mathrm{T}_{\mathrm{n}}=0.707 p \mathrm{I}_{\mathrm{mn}} \mathrm{L}_{\mathrm{m}} \mathrm{I}_{2 \mathrm{n}}$
From the combined phasor diagram shown in Fig. (5) the varying torque is

$$
\begin{equation*}
\mathrm{T}_{\mathrm{v}}=\mathrm{I}_{\mathrm{m}} \mathrm{~L}_{\mathrm{m}} p\left(\mathrm{I}_{25} \sin \left(\theta_{5}-45^{\circ}\right)+\mathrm{I}_{27} \sin \left(\theta_{7}+45^{\circ}\right)\right) \tag{29}
\end{equation*}
$$

with $\theta_{5}=\alpha-6 \mathrm{wt}$

$$
\theta_{7}=\gamma+6 w t
$$

Where $\alpha$ and $\gamma$ are the values of $\theta_{5}$ and $\theta_{7}$ at $\mathrm{wt}=0$. For any square symmetrical waveform $\alpha=\gamma=0$ or $\pi$ [7]. Thus,
$\mathrm{T}_{\mathrm{v}}=\mathrm{I}_{\mathrm{m}} \mathrm{L}_{\mathrm{m}} p\left(\mathrm{I}_{27} \sin \left(6 \mathrm{wt}+45^{\circ}\right)-\mathrm{I}_{25} \sin \left(6 \mathrm{wt}+45^{\circ}\right)\right)$
Since $\mathrm{I}_{\mathrm{m}} \mathrm{L}_{\mathrm{m}}=\mathrm{E}_{1} / \mathrm{w}_{1}$, then,
$\mathrm{T}_{\mathrm{v}}=\left(\mathrm{E}_{1} / \mathrm{w}_{1}\right) p\left(\mathrm{I}_{27}-\mathrm{I}_{25}\right) \sin \left(6 \mathrm{wt}+45^{\circ}\right)$
For a conventional induction motor, the torque pulsation can be expressed as [A. M. Saleh, 2001]
$\mathrm{T}_{\mathrm{v}}=\left(\mathrm{E}_{1} / \mathrm{w}_{1}\right) p\left(\mathrm{I}_{27}-\mathrm{I}_{25}\right) \sin (6 \mathrm{wt})$
This expression is the same as that in solid-rotor induction motor as given by eq. (31). The only difference from solid-rotor is the phase shift of $\left(45^{\circ}\right)$ in torque waveform. Therefore, this torque pulsate at six times the supply frequency. In the absence of $5^{\text {th }}$ and $7^{\text {th }}$ harmonics, the $11^{\text {th }}$ and $13^{\text {th }}$ harmonics give pulsation at twelve times the supply frequency. The motor torque pulsation can be made smaller by increasing the magnetizing inductance, and by reducing the direct-current ripple when the motor is on no-load [G. K. Creightion, 1980]. It might be possible to reduce the torque pulsations by lowering the ripple current with a high-frequency dc link chopper [G. K. Creightion, 1980].
The self-reactance of the induction motor have great influence on the amplitude of torque pulsation. An external reactance can be added to a low reactance machines to reduce the torque pulsation [A. M. Saleh, 2001]. However, this may effect the fundamental torque and it is applicable to small machine of low output torque. The main effect of torque pulsation result from the low order harmonic. Usually the lower pulsating frequency is much higher than the natural frequency of the
mechanical system composed of the rotor and the coupled load. The high inertia of the rotating part can damp out these oscillation at the shaft at normal running speeds. However, for wide range variable speed drives an analysis of the mechanical resonance speeds is necessary to avoid damages due to possible amplification of pulsating torque at resonance.

Table (1) Reaction of Stator and Rotor Harmonics

| Stator <br> Harmonic | Rotor <br> Harmonic | Nature of <br> Torque | Direction or <br> Frequency of <br> pulsation |
| :---: | :---: | :--- | :---: |
| 1 | 1 | Steady | Forward |
| 1 | $5^{\text {th }}$ | Pulsating | $6 \mathrm{f}_{1}$ |
| 1 | $7^{\text {th }}$ | Pulsating | $6 \mathrm{f}_{1}$ |
| 1 | $11^{\text {th }}$ | Pulsating | $12 \mathrm{f}_{1}$ |
| 1 | $13^{\text {th }}$ | Pulsating | $12 \mathrm{f}_{1}$ |
| $5^{\text {th }}$ | 1 | Pulsating | $6 \mathrm{f}_{1}$ |
| $5^{\text {th }}$ | $5^{\text {th }}$ | Steady | Backward |
| $5^{\text {th }}$ | $7^{\text {th }}$ | Pulsating | $12 \mathrm{f}_{1}$ |
| $5^{\text {th }}$ | $11^{\text {th }}$ | Pulsating | $6 \mathrm{f}_{1}$ |
| $5^{\text {th }}$ | $13^{\text {th }}$ | Pulsating | $18 f_{1}$ |
| $7^{\text {th }}$ | 1 | Pulsating | $6 f_{1}$ |
| $7^{\text {th }}$ | $5^{\text {th }}$ | Pulsating | $12 \mathrm{f}_{1}$ |
| $7^{\text {th }}$ | $7^{\text {th }}$ | Steady | Forward $^{\text {th }}$ |
| $7^{\text {th }}$ | $11^{\text {th }}$ | Pulsating | $18 f_{1}$ |
| $7^{\text {th }}$ | $13^{\text {th }}$ | Pulsating | $6 f_{1}$ |
| $11^{\text {th }}$ | 1 | Pulsating | $12 f_{1}$ |
| $11^{\text {th }}$ | $5^{\text {th }}$ | Pulsating | $6 f_{1}$ |
| $11^{\text {th }}$ | $7^{\text {th }}$ | Pulsating | $18 f_{1}$ |
| $11^{\text {th }}$ | $11^{\text {th }}$ | Steady | Backward |
| $11^{\text {th }}$ | $13^{\text {th }}$ | Pulsating | $24 f_{1}$ |



Fig. (3) Fundamental Phasor Diagram


Fig. (4) Harmonic Phasor Diagram


Fig. (5) Combined Phasor Diagram
(a) Fundamental and $7^{\text {th }}$ harmonic
(b) Fundamental and $5^{\text {th }}$ harmonic

## SIMULATION AND EXPERIMENTAL RESULTS

The induction motor used in simulation and in the experimental tests has the following characteristics: a three-phase induction motor with a conventional stator wounded with a four-pole three-phase windings. Fitted with a solid-steel rotor. The parameters of this motor were identified through the necessary tests. The parameters are given with operating motor data in appendix [B].
The three-phase induction motor was studied under nominal load for two different source conditions: i) sinusoidal and balanced three-phase supply. ii) Variable frequency inverter at 50 Hz . The motor performance was calculated by computer simulation and found experimentally in the laboratory for the two conditions.

The three-phase motor with solid-rotor was tested with a sinusoidal supply at rated voltage and frequency. The calculated and measured stator input current as a function of slip is shown in Fig. (6). It is clear that the calculated and experimental results are in a close agreement.
Torque/slip curve is given in Fig. (7) for the motor tested in the motoring condition. Experimental points are also shown in this figure. The measured torque, at a given slip, is in general less than the corresponding calculated values by not more than $4.1 \%$. This is caused by neglecting the friction, windage (i.e. the mechanical losses) and surface losses in the simulation analysis.
The input power / slip curve is shown in Fig. (8). This figure shows that the measured points at small values of slip are higher than the calculated points by an average error percent of $3.87 \%$. This is owing to ignorance of the stator core losses in the simulation program and might be due to an error in wattmeter readings. Fig. (9) and Fig. (10) show oscillograms of phase and line voltage waveform of laboratory inverter with its wave analyzer result. This laboratory inverter is used to drive the solid-rotor motor in laboratory work with a square wave supply voltage at 50 Hz whose fundamental voltage component equal to rated sinusoidal value.


Fig. (6) Input Current versus Slip



Fig. (7) Output Torque versus SlipFig. (8) Input Power versus Slip


Fig. (9) Inverter phase voltage a) Experimental Waveform ( $50 \mathrm{v} / \mathrm{div}, 5 \mathrm{~ms} / \mathrm{div}$ ) b) Results of Wave analyzer


Fig. (10) Inverter line voltage
a) Experimental Waveform ( $50 \mathrm{v} / \mathrm{div}, 5 \mathrm{~ms} / \mathrm{div}$ )
b) Results of Wave analyzer

Fig. (11) show the simulation and measured stator input current as a function of slip of a solid-rotor motor fed by inverter. The Figure shows that the results are in good agreement. Torque /slip and input power curves are given in Fig. (12) and Fig. (13) respectively. The experimental torque measurement are lower than the calculated points by not more than $6.36 \%$. This is caused by neglecting the friction, windage (i.e. the mechanical losses) and surface losses in the simulation analysis. The input power measured points are slightly greater than the calculated points at low slips by an average percent of error of $3.6 \%$. This is owing to ignorance of the stator core losses in the simulation program and might be due to an error in wattmeter readings.
The simulation and experimental graphs of phase current of a solid-rotor motor with its wave analyzer for light load slip value of 0.263 obtained from the experimental machine and at standstill slip value of 1 are presented respectively in Fig. (14) to Fig. (15). In the case of computer simulated current the results in the simulation are obtained considering up to $25^{\text {th }}$ harmonic order. Table (2) shows the simulation and experimental DF and THD of the phase current calculated and measured up to $19^{\text {th }}$ harmonic order. It is seen that, the DF results are in good agreement, while THD experimental results differ slightly by $13.2 \%$ from the calculated results. It is seen that, the DF and THD results are seems to be the same for the three slip values given in the table.


Fig. (11) Input Current versus Slip


Fig. (12) Output Torque versus Slip


Fig. (13) Input Power versus Slip


Fig. (14) Solid-Rotor Motor Phase Current at $\mathrm{s}=0.263$
a) Experimental Waveform ( $1 \mathrm{~A} /$ div, $5 \mathrm{~ms} /$ div)
b) Simulation Waveform
c) Results of Wave analyzer


Fig. (15) Solid-Rotor Motor Phase Current at $\mathrm{s}=1$
a) Experimental Waveform ( $2 \mathrm{~A} / \mathrm{div}, 5 \mathrm{~ms} / \mathrm{div}$ )
b) Simulation Waveform
c) Results of Wave analyzer

Table (2) DF and THD of a Solid-Rotor Motor Current

| Slip | Simulation |  | Experimental |  |
| :---: | :---: | :---: | :---: | :---: |
|  | DF(\%) | THD(\%) | DF(\%) | THD(\%) |
| $\mathbf{0 . 2 6 3}$ | 99.7488 | 7.1 | 99.712 | 7.6 |
| $\mathbf{0 . 5 1}$ | 99.755 | 7.01 | 99.63 | 8.625 |
| $\mathbf{1}$ | 99.787 | 7 | 99.668 | 8.167 |


| A. M. Saleh and A. Th. Radhi | EFFECT OF HARMONICS ON A |
| :---: | :---: |
| SOLID-ROTOR INDUCTION MOTOR |  |

The most pronounce effect of harmonic voltages and currents on the induction motor is the increased heating due to the additional losses, mainly the copper losses associated with the harmonic currents. The increase in the input power of the motor due to the presence of harmonic is mainly consumed in the motor as losses forming an additional source of heat. The extra losses are dissipated within the stator and rotor of the machine. The loss increase due to presence of harmonics can consequently reduce the developed torque, due to temperature rise. The additional temperature rise increases stator and rotor resistance. Increases in these resistances reduce the fundamental torque of the machine. As a result, the overall efficiency of machine decreases as a consequence of the increase in losses. A solution to this problem could be the filtering of such harmonics at the inverter load. The steady harmonic torques are acting against each other and, at least for the machine under test, their net torque is small. The net harmonic torque is acting against the fundamental torque. The main effects of the harmonics on the operation of motors result from the low harmonics order. The harmonic content of the current depends upon the motor slip. It depends, to great extent, on the leakage reactance of the motor. A larger leakage reactance reduces the harmonic content of the current. The pulsating torques are produced by the interaction of the airgap flux components (the fundamental flux and harmonic flux components) and rotor harmonic currents. The main torque pulsation result from the interaction between the low order rotor harmonic currents. The peak values of torque pulsation due to the low order harmonic frequency (i.e. $5^{\text {th }}$ and $7^{\text {th }}$ ) is negligibly small for the motor under test. The pulsation reduces very greatly with increase of harmonic frequencies, since motor will have to withstand the pulsatio.. The calculated and measured results are in general in a close agreement for the two supplies conditions. The simulation and experimental DF results of a solid-rotor motor phase current are in good agreement. While, the THD experimental results differ by $13.2 \%$ from the calculated results. A solid-rotor motor has a lower input current than that of a conventional motor of the same frame size, when driven by inverter voltage supply. This is due to high rotor impedance of solid-rotor motor. Therefore, the stator losses are less than that in the case of conventional motor and the temperature rise of the motor is also less. As a result the efficiency of the solid-rotor motor is less sensitive than that of a cage-rotor motor with respect to supply type.
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Appendix [A]


Fig. (A.1)


Fig. (A.2)

Consider the general form for square-wave shown in Fig. (A.1) where $\beta$ represent conduction period.

$$
\mathrm{v}(\mathrm{wt})=\begin{array}{l|l}
-\mathrm{V}_{\mathrm{d}} & f(\pi+\beta) / 2<\mathrm{wt}<-(\pi-\beta) / 2 \\
0 & -(\pi-\beta) / 2<\mathrm{wt}<(\pi-\beta) / 2 \\
\mathrm{~V}_{\mathrm{d}} & (\pi-\beta) / 2<\mathrm{wt}<(\pi+\beta) / 2
\end{array}
$$

$V(-w t)=-V(w t)$ therefore $b_{n}=0$, i.e., no cosine term.
The function have symmetry about the x -axis therefore $\mathrm{a}_{0}=0$.

$$
\mathrm{v}(\mathrm{wt}+\pi)=-\mathrm{v}(\mathrm{wt}) \text { therefore } \mathrm{a}_{2 \mathrm{n}}=0
$$

$$
(\pi+\beta) / 2
$$

$\mathrm{a}_{\mathrm{n}}=2 \mathrm{~V}_{\mathrm{d}} / \pi \int_{(\pi-\beta) / 2}^{(\pi+\beta) / 2} \sin (\mathrm{nwt}) \mathrm{dwt}$

$$
=-2 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi[\cos \mathrm{n}((\pi+\beta) / 2)-\cos \mathrm{n}((\pi-\beta) / 2)]
$$

$$
=4 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi[\sin \mathrm{n} \beta / 2 \cdot \sin \mathrm{n} \pi / 2]
$$

For $\beta=180^{\circ}$,
$\mathrm{a}_{\mathrm{n}}=4 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi[\sin \mathrm{n} \pi / 2]^{2}$
and,

$$
\mathrm{V}=\sum_{n=1}^{\infty} 4 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi \sin \mathrm{nwt}
$$

Let $4 \mathrm{~V}_{\mathrm{d}} / \pi=\sqrt{2} \mathrm{E}_{\mathrm{a}}$, then,
$\mathrm{v}=\sum_{n=1}^{\infty} \sqrt{2} \mathrm{E}_{\mathrm{a}} / \mathrm{n} \sin \mathrm{nwt}$
Where $\mathrm{E}_{\mathrm{a}}$ is the rms value of the fundamental component.
For $\beta=120^{\circ}$,
$\mathrm{a}_{\mathrm{n}}=4 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi[\sin \mathrm{n} \pi / 3][\sin \mathrm{n} \pi / 2]$
$=2 \sqrt{3} \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi \sin \mathrm{m} \mathrm{wt}$
Where
$m=1 \pm 6 \mathrm{k} \quad$ for $\mathrm{k}=1,2,3, \ldots \ldots$, etc.
$\mathrm{n}=\mathrm{m} *(-1)^{\mathrm{m}+3 / 2}$ I $\quad$ I
So if $\sqrt{2} \mathrm{E}_{\mathrm{a}}=2 \sqrt{3} \mathrm{~V}_{\mathrm{d}} / \pi$, it follows that

$$
\begin{aligned}
v=\sqrt{2} & E_{a}[\sin (w t)-1 / 5 \sin (5 w t)-1 / 7 \sin (7 w t)+1 / 11 \sin (11 w t)+ \\
& 1 / 13 \sin (13 w t)+\ldots \ldots \ldots . .]
\end{aligned}
$$

Similarly, for the stepped-voltage waveform shown in Fig. (A.2), which it is have the same properties of Fig. (A.1) and by applying Fourier analysis yields that: -

```
v=2\mp@subsup{V}{d}{}/\pi[\operatorname{sin}(\textrm{wt})+1/5\operatorname{sin}(5\textrm{wt})+1/7 \operatorname{sin}(7\textrm{wt})+1/11\operatorname{sin}(11wt)+
        1/13 sin (13wt)+
```

$\qquad$

```
        ..]
or
\(\mathrm{v}=\sum_{n=1}^{\infty} 2 \mathrm{~V}_{\mathrm{d}} / \mathrm{n} \pi \sin (\mathrm{nwt})\)
```


## Appendix [B]

## Motor name plate

## FB ELECTRICAL MACHINE TUTOR / ENGLAND

Type: EMT-180
Number of Poles, p: 4
Number of Phases, m: 3
Connection: $\Delta / \mathrm{Y}$
Power, W: 250
Voltage, V: 138/240
Frequency, Hz: 50
Current, A: 2.5
Per-phase parameters at 50 Hz obtained by Test :-

## Stator data

## Element

Stator resistance per phase, $\mathrm{r}_{1}, \Omega$
Value
Stator reactance per phase, $\mathrm{x}_{1}, \Omega$
24
Stator magnetizing reactance per phase, $\mathrm{x}_{\mathrm{m}}, \Omega$ (with solid-rotor) 98
Effective number of stator winding turns in series per phase, $\mathrm{N} \quad 780$

## For Solid-Rotor

The experimental machine under test, it is the same type and rating of the experimental machine used in the test in the work presented in reference [10]. Therefore, the values of rotor saturation flux density, $B_{s}$, and rotor resistivity, $\rho$, used in the analysis of this work are the same that used in the reference [10] as given below:
$B_{s}$
$1.8 \mathrm{~W}_{\mathrm{b}} / \mathrm{m}^{2}$
$\rho$
$22 \mathrm{e}-8 \Omega$.m

Rotor length and diameter are measured directly in the lab as given below:
$\begin{array}{ll}\text { L } & 0.034 \mathrm{~m} \\ \text { D } & 0.1 \mathrm{~m}\end{array}$
D $\quad 0.1 \mathrm{~m}$
The value of End-effect factor $\left(\mathrm{K}_{\mathrm{e}}\right)$, for the experimental rotor without end-plates is obtained from reference [1] as given below:
$\mathrm{K}_{\mathrm{e}} \quad 0.185$

# PRODUCTION OF GRAPHITE ELECTRODES BINDER FROM IRAQI ASPHALT 

Abdul Halim A.K. Mohammed<br>Hussain K. Hussain<br>Tariq M.Naief<br>Chemical Engineering Department-College of Engineering<br>University of Baghdad-Iraq


#### Abstract

Basrah crude oil Vacuum residue $773^{+} \mathrm{K}$ with specific gravity 1.107 and 4.87 wt . \% sulfur, was treated with hexane commercial fraction provided from Al-Taji Gas Company for preparing deasphaltened oil(DAO)suitable for hydrotreating process. Deasphaltening was carried out with 1 h mixing time, $10 \mathrm{ml}: 1 \mathrm{~g}$ solvent to oil ratio and at room temperature. Hexane deasphaltened oil was hydrotreated on presulfied commercial $\mathrm{Co}-\mathrm{Mo} / \gamma-\mathrm{Al}_{2} \mathrm{O}_{3}$ catalyst in a trickle bed reactor. The hydrotreating process was carried out at temperature 660 K,LHSV 1.3 $\mathrm{h}^{-1}$, $\mathrm{H} 2 /$ oil ratio $300 \mathrm{l} / \mathrm{l}$ and constant pressure of 4 MPa . The hydrotreated product was distillated under vacuum distillation unit. It is found that the mixture of $75 \%$ of vacuum residue with $25 \%$ anthracene satisfies with requirements for graphite electrodes binder.


## الخلاصة

عومل المتبقي الفر اغي لخام نفط البصرة ذو درجة غليان 773 كلفن ووزن نوعي 1.017 و4.87 نسية وزنيــة كبريت بمقطع الهكسان التجاري الذي جهز من شركة تعبئة الغاز في التاجي لتحضير متبقي فر اغي مفصول الاسفلتينيات مناسب لعملية الهرجة.تم معاملة المتبقي الفر اغي بالمذيب بزمن خلط 1ساعة ونسبة مذيب الــى

المتنقي غم 10:1 مل بدرجة حرارة الغرفة.
تم هدرجة المتبقي الذي عومل بالهكسان بوجود العامل المساعد Co-Mo/ $\gamma-\mathrm{Cl}$ (لذ3 الذي تم تحويله لــصورة
السلفايد في مفاعل ثلاثي الاطو ار .تمت عملية الهدرجة بدرجة حر ارة 660 كلفن وسر عة فر اغية 1.3 ساعة 12 ونسبة هيدروجين/المتبقي 300 لتز/لنر تحت ضغط 4 ميكاباسكال.
تم تقطبر الناتج من عملية الهـرجة في وحدة النقطبر الفر اغي. لقد وجد ان خليط المتبقــي الفر اغـــي بنـسبة 75 \% مع 25\% من الانثر اسبن و افق منطلبات العجينة الر ابطة لافطاب الكر افيت.
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## INTRODUCTION

Graphite electrodes binders are the residues from petroleum refining for heavy oils,coal-tar pitches,
petroleum pitc hes, natural pitches, and the pyrolysis residues from heavy petroleum materials.These binders usually are solid and high viscous black materials, with low solubility in water but are dissolved in many organic solvents. The properties of graphite electrode binder depend on the nature of material obtained by vacuum distillation and its initial boiling point. Softening point, coke yield, sulfur content,BI and QI,are most important properties of the binder (Hatano 1989, Wagner 1988).
It is well known that petroleum asphalt obtained by vacuum distillation of reduced crude oil used as basic component for binder production(Wagner1986).
Deasphalting and hydrotreating of the petroleum asphalt are the most important processes for binder production from heavy petroleum products.
Vacuum residue contained a fraction "asphaltenes" which has a particularly strong influence on the rate of HDS. Therefore, the deasphaltening process with low boiling liquid hydrocarbons for the vacuum residue before the hydrotreating process is very important, because of the most sulfur and metals could be removed with the precipitated asphaltenes.In order to obtain an acceptable level of sulfur and metals in deasphaltened oil,hydrodesulfurization should be applied(Gary (1994).
In this work,first attempt was carried out for obtaining a binder for graphite electrodes from high sulfur and metal content asphalt.Asphaltenes was separated from the vacuum residue by hexane solvent.The deasphaltened vacuum residue was hydrotreated,then ,binder was obtained by mixing the hydrotreated deasphaltened vacuum residue with anthracene.

## EXPERIMENTAL WORK

## Deasphaltening Unit

The deasphalting unit consists of three main stages as follows:

## Mixing stage

The vacuum residue or asphalt was mixed with a light solvent in 2-neck glass flask.
The flask set on a magnetic stirrer and the mixing proceed by 12.5 mm magnetic bar. High efficiency condenser connected with upper neck of the flask for solvent recovery, this condenser already cooled by alcohol chiller at temperature of 256 K , the other neck fitted with the thermometer. The mixing carried out at room temperature with 1 h mixing time and at $10 \mathrm{ml}: 1 \mathrm{~g}$ solvent to oil ratio.

## Filtration and drying

The asphalt-solvent mixture introduced to the filtration process, where Buchner funnel ( 250 mm I.D) connected to the filtration flask fitted with filter paper for medium filtration speed. The filtration flask connected to a vacuum system includes a trap, condenser, and cooling machine. For removing of the remaining precipitate inside the mixing flask, washing solvent ( hexane) was added and then filtrated. Then the filter paper placed in a hot electrical furnace ( 383 K ) to evaporate the solvent associated with the precipitated asphaltenes for about 10 to 20 min . The dried filter paper then weighted to evaluate the percentage of asphaltenes yield.

## Solvent recovery stage

The DAO-solvent mixture obtained from filtration stage introduced to a stripping stage in order to remove the solvent from the deasphaltened oil.

## Hydrodesulfurization Unit

The desulfurization of deasphaltened oil was done in hydrotreating pilot plant continuous
high-pressure unit. Process flow diagram of the hydrodesulfurization unit employing a cocurrent up-flow. The unit consists of feed pump, reactor, high-pressure separator, and cooler. The reactor used is a stainless steel with 19 mm inside diameter, 800 mm length and 3 mm wall thickness. The reactor supplied with 4 heaters ( 150 mm length for each) with 2 insulators ( 100 mm length). It was packed with 90 ml of the $\mathrm{Co}-\mathrm{Mo} / \gamma-\mathrm{Al}_{2} \mathrm{O}_{3}$ catalyst between two layers of inert glass balls. Catalyst presulfiding was made by passing commercial gas oil containing 0.6 vol. $\% \mathrm{Cs}_{2}$ through the catalyst bed. Firstly the catalyst treated for 3 h , at temperature 473 K , LHSV of $4 \mathrm{~h}^{-1}$, pressure 2.2 MPa and no hydrogen flow. Then the operating conditions changed to 573 K , LHSV of $1 \mathrm{~h}^{-1}$, pressure $2.2 \mathrm{MPa}, \mathrm{H}_{2} /$ oil $200 \mathrm{l} / \mathrm{l}$ and duration of experiment 16 hours. After that, the HDS run employed at reaction temperature 660 K with LHSV $1.3 \mathrm{~h}^{-1}$. The gas flow was measured by gas meter by which controlled the $\mathrm{H}_{2}$ / oil ratio ( $300 \mathrm{l} / 1$ ).
The DAO was pumped co-current up-flow inside the reactor by high pressure-dosing pump $(30-600 \mathrm{ml} / \mathrm{h})$. The feed preheated and mixed with $\mathrm{H}_{2}$ gas and entering the reactor. The reactor products were cooled in a condenser-cooler and separated from unreacted hydrogen, $\mathrm{H}_{2} \mathrm{~S}$ and hydrocarbon gases by passing into high and low-pressure separators.

## Distillation of Hydrodesulfurization Products

The hydrotreating product was distilled at laboratory vacuum distillation for low boiling fractions separation. A 250 ml of the HDS product placed in a 500 ml distillation flask, supplied with a heating mantle of 2.4 kW . A voltage regulator was connected with the heating mantle for controlling the amount of heating supplied. Vertical high efficiency condenser was connected with the distillation flask, where a thermometer ( 623 K ) fitted to measure the temperature of the vapors. Cooling machine was supplied by a cooled water ( 293 K ) to a double shell receiver (outside shell) and though it to the condenser. The collecting flask was connected with the receiver, and a triple connector supplied for vacuum controlling, and it was already connected with the trap, trap (3-neck flask) was supplied for preventing vacuum pump damage. This trap connected with a vacuum pump through one way valve, and connected with a vacuum controller (Büch 165) from the another side. The vacuum distillation proceeded under 3 mmHg and a maximum vacuum temperature 593 K . This temperature equal to 803 K under atmospheric pressure.

## Binder Preparation for Graphite Electrodes

The vacuum residue above 803 K obtained from HDS produced at 660 K and 1.3 h LHSV, was used as a basic component for binder production. Operating conditions of HDS was depended on a suitable density, viscosity as well as an acceptable level of sulfur \& metals content. Anthracene with melting point $487-489 \mathrm{~K}$ and 1.25 specific gravity, was crushed and added at different percentages. Each mixture was mixed very well and introduced in an electrical furnace and heated to 523 K for 3 h to complete dispersion of anthracene particles in the residue media, the mixture then left for cooling overnight. A homogeneous binder was obtained.

## Tests for the Feedstock and the Products

## Density and Specific Gravity

The density and the specific gravity of the feedstock, deasphaltened oil and asphaltic binder were determined by using (ASTM D-287).
5.2 Viscosity

The viscosity of the feedstock, and deasphaltened oil were determined by using
(ASTM D-446).

### 5.3 Sulfur

The sulfur content of the feedstock determined by x-ray fluorescence (ASTM D-2622) and by quartz tube method (IP 63/55), while the deasphaltened oil and the hydrotreated product and asphaltic binder sulfur content determined by quartz tube method.

## Carbon Residue

The carbon residue of asphalt, deasphaltened oil and asphaltic binder were determined by using ASTM D-189 and IP 13/66.

## Ash Content

The ash content of the feedstock, deasphaltened oil and asphaltic binder were evaluated by using IP 4/65.
5.6 Softening Point (Ring and ball Method)

The softening point of the asphalt feedstock and ashaltic binder were determined by using ASTM D36-26.

## Benzene and Quinoline Insolubles

The (BI) and (QI) were calculated for the asphaltic binder by using IP 47/74 standard method.

## RESULTS \& DISCUSSION

The properties of hydrotreated vacuum residue above 803 K distilled from the HDS of deasphaltened oil presented in Table (1).The standard range of graphite electrode binder properties((Hatano1989,Wagner1988and Mohammed). is shown in Table (2). Sulfur and ash contents are satisfies the required binder properties while softening point,density,BI and QI deviates. Therefore, anthracene is added to the binder basic component (hydrotreated vacuum residue above 803 K ) with different percentages. The binder properties with different anthracene content are shown in Table (3). Figs. $(\mathbf{1 , 2 , 3 , 4})$ and (5) show the relationships between added anthracene weight percent and softening point, atomic $\mathrm{C} / \mathrm{H}$ ratio, BI and QI respectively. The required binder must have 358 K softening point ${ }^{(5)}$. From Fig. 1 the mixture with $25 \mathrm{wt} . \%$ anthracene has the required softening point and could be used as graphite electrodes binder. The properties of this binder are shown in Table 4.

Table (1) The properties of hydrotreated vacuum residue above 803 K .

| Property | Unit | Data |
| :--- | :--- | :--- |
| Boiling Range | K | $\mathbf{8 0 3 +}$ |
| Specific Gravity | - | $\mathbf{1 . 0 1 7}$ |
| Softening Point | K | $\mathbf{3 0 8}$ |
| Coke Yield | $\%$ | $\mathbf{2 0 . 3 6}$ |
| Sulfur Content | $\%$ | $\mathbf{1 . 7 7 5}$ |
| Ash Content | $\%$ | $<\mathbf{0 . 1 2 5}$ |
| BI | $\%$ | $\mathbf{1 2 . 5 5}$ |
| QI | $\%$ | $\mathbf{1 6 . 2 1}$ |

Table (2) The standard Properties of graphite electrodes binder (Hatano1989,Wagner 1988 and Mohammed)

| Property | Unit | Range |
| :--- | :--- | :--- |
| Softening Point | K | $\mathbf{3 1 2 - 3 7 3}$ |
| Specific Gravity | - | $\mathbf{1 . 1 6 - 1 . 3}$ |
| Coke Yield | $\%$ | $\mathbf{4 0 . 6 - 6 1 . 3}$ |
| Sulfur Content | $\%$ | $\mathbf{0 . 4 3 - 3}$ |
| Ash Content | $\%$ | $<0.125$ |
| BI | $\%$ | $\mathbf{1 4 . 8 - 3 9 . 3}$ |
| QI | $\%$ | $\mathbf{3 . 4 - 1 4 . 1}$ |
| Atomic C/H Ratio | - | $\mathbf{1 . 6 4 - 1 . 9 5}$ |

Table (3) Effect of Anthracene on the Binder Properties

| Binder <br> Properties | Unit | Anthracene wt.\% |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | $\mathbf{1 0}$ | $\mathbf{2 0}$ | $\mathbf{3 0}$ | $\mathbf{4 0}$ |
| Softening point | K | $\mathbf{3 2 3}$ | $\mathbf{3 3 5}$ | $\mathbf{3 6 7}$ | $\mathbf{4 2 3}$ |
| Density | g/cm3 | $\mathbf{1 . 2 5}$ | $\mathbf{1 . 1 3}$ | 1.85 | $\mathbf{2 . 0 5}$ |
| Coke yield | Wt.\% | $\mathbf{3 9 . 9}$ | $\mathbf{4 6 . 0}$ | $\mathbf{5 8 . 2 3}$ | $\mathbf{6 5 . 6 0}$ |
| Ash | Wt.\% | $\mathbf{0 . 0 2 3}$ | $\mathbf{0 . 0 2 3}$ | $\mathbf{0 . 0 2}$ | $\mathbf{0 . 0 2}$ |
| Sulfur | Wt.\% | $\mathbf{1 . 5 6}$ | $\mathbf{1 . 2 0}$ | $\mathbf{1 . 0 4 6}$ | $\mathbf{0 . 9}$ |
| Atomic C/H ratio | - | 1.45 | $\mathbf{1 . 6 4 6}$ | 1.787 | $\mathbf{1 . 8 3 8}$ |
| BI | Wt.\% | $\mathbf{1 4 . 0}$ | $\mathbf{1 6 . 0 5}$ | $\mathbf{2 2 . 2 0}$ | $\mathbf{2 3 . 0}$ |
| QI | Wt.\% | $\mathbf{3 . 6 0}$ | $\mathbf{4 . 0}$ | $\mathbf{1 0 . 5 0}$ | $\mathbf{1 5 . 1 5}$ |

Table (4) Properties of the Required Binder

| Binder Properties | Unit | Anthracene wt.\% |
| :--- | :--- | :--- |
|  |  | 25 |
| Softening point | K | 358 |
| Density | g/cm3 | 1.16 |
| Coke yield | Wt.\% | 52.7 |
| Ash | Wt.\% | $\mathbf{0 . 0 2 1}$ |
| Sulfur | Wt.\% | $\mathbf{1 . 1 2}$ |
| Atomic C/H ratio | - | 1.75 |
| BI | Wt.\% | $\mathbf{2 0 . 0}$ |
| QI | Wt.\% | $\mathbf{8 . 6 0}$ |



Fig.(1) Effect of Anthracene on the Softening Point


Fig.(2) Effect of Anthracene on the Atomic C/H Ratio


Fig. (3) Effect of Anthracene on the Binder Sulfer Content


Fig.(4) Effect of Anthracene on the Binder Benzene Insoluble


Fig.(5) Effect of Anthracene on the Quinoline Insolubles
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# COMBINED CONVECTION HEAT TRANSFER TO THERMALLY DEVELOPING FLOW IN HORIZONTAL CIRCULAR CYLINDER 
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## ABSTRACT

Experiments were conducted to study the local and average heat transfer by mixed convection for hydrodynamically fully developed but thermally developing laminar air flow in horizontal circular cy - inder. The experimental setup using an aluminum cylinder as test section with 30 mm inside dimeter and 900 mm heated length $(\mathrm{L} / \mathrm{D}=30$ ), is subjected to a constant wall heat flux boundary andition. The investigation covers Reynolds number range from ( 400 to 1600 ), heat flux varied thom ( $60 \mathrm{~W} / \mathrm{m}^{2}$ to $400 \mathrm{~W} / \mathrm{m}^{2}$ ) and by using an aluminum entrance section pipes (calming sections) Laving the same inside diameter as test section pipe but with variable lengths as entrance sections. The entrance sections included a long calming section of length $240 \mathrm{~cm}(\mathrm{~L} / \mathrm{D}=80$ ) and two short al-ming sections with lengths $60 \mathrm{~cm}(L / D=20), 120 \mathrm{~cm}(L / D=40)$.
The results present the temperature variation along the cylinder surface and the local and average Nesselt nu iber variation with the dimensionless axial distance $\left(Z^{+}\right)$. For all entrance sections, the mesits show an increase in the Nusselt number values as the heat flux increases. Also, the mixed enevection regime can be bounded by a suitable selection of ( Re ) number ranges and the heat flux nanges. The obtained Richardson numbers ( Ri ) range varied approximately from ( 0.1171 to 12.54 ).

## الخلاصة



 (L/D= 30)


 (L/D-40)(120 cm)



علّه ثُقريباً من (0.1171) إلى (12.54).

## KEY WORDS

Combined Convection Heat Transfer, Thermally Developing, Horizontal Circular Cylinder.

## INTRODUCTION

In convective heat transfer problems, the flow usually is classified as forced convection flow in which the flow is caused by external forces such as pumps or fans, or free convection flow in which the flow is created by the fluid density variations due to the wall to fluid temperature difference under the influence of body forces. In most physical applications, the buoyancy forces have negligible effects because they have usually a considerably smaller magnitude than those accompanying the forced flow. But in certain practical situations, however, the magnitude of the two forces may be of the same order and both may then be expected to influence the flow significantly. Therefore, when the free convection superimposed on the forced convection heat transfer process gives rise to new field of study called mixed (combined) convection. Thus, the combined convection situation extends from the extremes of free convection regime on the one hand when the motion results from buoyancy alone, to the forced convection regime on the other hand when external forces alone produce the motion and buoyancy forces are negligible (Metais and Eckert, 1964). Therefore, depending upon the relative magnitude of these two forces, the flow can be divided as pure forced, combined (forced and free) or pure free convection. The interaction of the natural and forced convection currents can be very complex and difficult because it depends not only on all the parameters determining both forced and free convection relative to one another but sometimes also on a large number of interacting parameters including the relative direction of the natural and forced convection to each other, the geometry of the arrangement, the velocity profile at tube entrance and the heating surface boundary conditions.
Laminar flow combined convection heat transfer in tubes is encountered in a wide variety because of special importance in many industrial engineering applications. The following examples can be cited: heating or cooling of heat exchangers for viscous liquids, heat exchangers for gas flows, cooling of electronic equipment, compact heat exchangers, solar collector heat exchangers, the cooling core of nuclear reactors, supercritical boilers and the cooling of rotating parts such as rotor blades of gas turbine also the pipe lines used for transporting oil (Yousef and Tarasuk, 1982). The full understanding of the prevailing velocity and temperature fields, as well as, the pressure drop and heat transfer coefficient, are necessary for the proper design. In addition, to estimate the magnitude of the thermal shock that any one of the preceding systems wall will suffer (Morcos and Bergles, 19/5).
The entrance shapes, used in this experimental work, included three entrance sections (calming sections) with different length in which the flow is fully developed at entrance of the heat transfer pipe. For experimental viewpoint, very little investigations have dealt experimentally to study the effect of lan inar combined convection to thermally developing flow in a circular cylinder on the heat transfer process.
McComas and Eckert (1966)studied experimentally the fully developed air flow in uniformly heated tube for different ranges of ( Re ) and (Gr) numbers. The experimental results have revealed that the effect of secondary flow is to reduce the wall to air bulk temperature difference compared with the pure forced convection results in the region far from the tube inlet. Variation of the wall and air temperatures and the local Nusselt number along the tube were presented.
(Mori et al, 1966) carried out experiments to study the effect of buoyancy force on forced convection for fully developed air flow under constant wall heat flux. The velocity and temperature profiles were measured for large (Re.Ra). The calculated Nusselt number was also shown to be twice as those calculated by neglecting the effect of secondary flow. The following correlation formula was obtained:
$N u=0.61(\operatorname{Re} \cdot R a)^{1 / 5}\left\{1+\frac{1.8}{(\operatorname{Re} \cdot R a)^{1 / 5}}\right\}$
Shannon and Depew (1968) performed an experiment to study the influence of free convection on forced laminar flow of water, initially at the ice point in a circular tube with constant wall heat flux and fully developed velocity profile at the onset of heating. The experiment was carried out with different values of $(\mathrm{Re}),(\mathrm{Gr})$ and $(\mathrm{Gz})$ numbers. Experiments revealed that the Nusselt number was affected significantly far down stream but relatively little in the thermal entrance region for the tube having $\mathrm{X} / \mathrm{D}=700$. A graphical correlation with the parameter $(\mathrm{Gr} \cdot \mathrm{Pr})^{1 / 4} / \mathrm{Nu}_{\mathrm{G}_{2}}$ (where $\mathrm{Nu}_{\mathrm{Gz}}$ is the Nusselt number for pure forced convection) has been achieved giving good agreement with available experimental data.
Depew and August (1971) studied experimentally the fully developed laminar flow in an isothermal tube having an L/D ratio of (28.4). Three different liquids were used in this study: water, ethylalcohol and mixture of glycerol and water. The experiment covered a wide range of (Re), (Gr) and (Gz) numbers. The experimental results show that when dealing with flows in horizontal tubes, the term (Gr.Pr.D/L) does not correctly represents the influence of natural convection for tubes with (LD) ratios less than 50 .
Bergles and Simonds (1971) performed experiments to examine the effects of free convection on laminar water flow in an electrically heated tube having essentially constant wall heat flux. The results have revealed that the natural convection effect may be important even at relatively low Rayleigh number and show that the Nusselt number for developed flow was three times the constant property. Also (Lichtarowicz, 1971) presented the Nusselt number with the product of (Re.Ra) and the temperature profile along the tube was depicted.
(Hong et al, 1974) concluded that for $\mathrm{Ra}=10^{6}$, the Nusselt number in the developing region was more than $300 \%$ above the constant property value. The data were correlated accurately by equation, wich includes dimensionless groups to account for effects of variable transport properties and tube wall conduction:
$\mathrm{Nu}_{\mathrm{f}}=0.378 \mathrm{Gr}_{\mathrm{ff}}{ }^{0.28} \operatorname{Pr}_{\mathrm{ff}^{0.33}}^{0.3} / \mathrm{f}^{0.12}$
Where: ( $\mathrm{f}=\mathrm{h} . \mathrm{D} / \mathrm{k}_{\mathrm{w}}$ * $\mathrm{D} / \mathrm{h}, \mathrm{t}=$ tube thickness, $\mathrm{k}_{\mathrm{w}}=$ tube thermal conductivity).
Morcos and Bergles (1975) conducted experiments to investigate the effect of property variation in heated glass and stainless steel tubes with distilled water and ethyleneglycol as test fluids. The measured heat transfer data were presented in a form of correlation:

$$
\begin{equation*}
N u_{g}=\left[(4.36)^{2}+\left\{0.055\left(\frac{G r_{g t} \operatorname{Pr}_{g}^{135}}{P_{17}^{0.25}}\right)^{0.4}\right\}^{2}\right]^{1 / 2} \tag{3}
\end{equation*}
$$

Yousef and Tarasuk (1982) obtained the average Nusselt number based on the log-meantemperature difference. The heat transfer results were correlated according to the influence of free coovection, which was found to have a significant effect at points close to the tube entrance as 50llows:
$\mathrm{NL}\left(\frac{\mu_{*}}{\mu_{b}}\right)^{0.14}=1.75\left[G z+0.245\left(G z^{15} \cdot G r^{1 / 3}\right)^{0.82}\right]^{8 / 3}$
The purpose of the present investigation is to determine experimentally the effect of Reynolds z-mber and the effect of the heat flux on the laminar air flow heat transfer process under mixed anovection situation in uniformly heated horizontal circular cylinder.

## EXPERIMENTAL APPARATUS

The apparatus was constructed to have a test section preceded with different entrance sections, as well as, different Reynolds and Grashof numbers. The open-air circuit, in this investigation, is described first, followed by details of test section and heating element. Then the measuring devices and test procedure is described. Finally, the experimental data analysis method has been presented.
The experimental apparatus shown diagrammatically in Fig. (1) is designed and constructed to investigate combined convection heat transfer in a circular cylinder. The apparatus consists essentially of a cylindrical test section as a part of an open-air circuit, mounted on a wooden board (A), which sould be rotated around a horizontal spindle.

An open-air circuit was used including small centrifugal fan (F), rotameter(R), test section 'heat transfer pipe' (T) provided with changeable entrance section 'different calming section length'(C). The centrifugal fan derived electrically via-fine control variable resistance so that its power can be regulated accurately. An air control valve (D) was fitted at the fan inlet to obtain fine control of the airflow rate. The air was drawn by the fan in to the test section through the entrance section and then enters the rotameter through flexible hose (M) and then the air leaves the rotameter to the centrifugal fan through another flexible hose ( N ). Then the heated air was exhausted to the atmosphere.
The test section 'heat transfer pipe' ( T ) is made of aluminum cylinder with (30) mm inside diameter, (35) mm outside diameter and ( 900 ) mm length ( $\mathrm{L} / \mathrm{D}=30$ ). The Teflon connection piece ( G ) represents a part of the test section inlet, with (30) mm inside diameter, ( 50 ) mm outside diameter and (80) mm long. Another Teflon piece (I) represents the test section exit and it has dimensions of (30) mm inside diameter, (88) mm outside diameter and (25) mm long. The Teflon was chosen because its low thermal conductivity in order to reduce the test section ends losses.
The air passes through the test section, is fully developed hydrodynamically by using aluminum pipes having same diameter as test section pipe but with variable length as entrance sections. These pipes are connected with the test section by a Teflon connection piece (G) bored with the same inside diameter of the test section and entrance section as shown in
The cylinder is heated electrically by using an electrical heater as shown in Fig. (1), section (A-A) It consists of a $(0.5) \mathrm{mm}$ in diameter nickel-chrome wire $(H)$ electrically isolated by ceramic beads, wounded uniformly along the cylinder as a coil with (20) mm pitch in order to give uniform heat flux. An asbestos rope was used as a (20) mm spacer to secure the winding pitch. The outside of the test section was then thermally insulated by asbestos ( $U$ ) and fiber glass (W) layers, having thicknesses of (15) mm and (13) mm respectively.
The cylinder surface temperatures were measured by twenty-five ( 0.2 ) mm-asbestos sheath alumelchromel (type K) thermocouples, fixed along the cylinder. The measuring junctions (which were made by fusing the ends of the wires together by means of an electric spark in an atmosphere free from oxygen) embed in grooves in the wall normal to the cylinder axis as shown in Fig. (1), section (A-A).
The thermocouples were fixed by drilling twenty-five holes (V) of (1.6) mm diameter and approximately (2) mm deep and along the cylinder wall while the ends of the holes chamfered by 2 (2) mm drill. The measuring junctions were secured permanently in the holes by sufficient amout of high temperature application Defcon adhesive (X). All thermocouple wires and heater terminal were taken out the test section. Thermocouple positions along the cylinder are shown in Fig.(I section (B-B).
The inlet bulk air temperature was measured by one thermocouple (J) placed in the beginning of the entrance section (calming section), while the outlet bulk air temperature was measured by twe thermocouples ( K ) located in the test section exit 'mixing chamber' (B).The local bulk ai temperature was calculated by fitting straight line -interpolation between the measured inlet ans outlet bulk air temperatures.
thermocouples were used with leads and calibrated using the melting points of ice made from Listilled water as reference point and the boiling points of several pure chemical substances.
perform heat loss calculation through the test section lagging, six thermocouples are inserted in lagging as two thermocouples at three stations along the heated section (35) cm apart as shown Fig. (1) section (A-A). By using the average measured temperatures and thermal conductivity of lagging, the heat loss through lagging can be determined.
evaluate the heat losses from the ends of the test section, two thermocouples were fixed in each eflon piece. By knowing the distance between these thermocouples and the thermal conductivity of the Teflon, the end losses could be calculated.
Voltage regulator (variac), accurate ammeter and digital voltmeter were used to control and neasure of the input power to the working cylinder.
The following entrance sections (calming sections) were used in the present work, that in which the
Ino is already fully developed at the entrance to the test section. This condition is represented by
the pipe with long and short calming sections at entrance as follows: -
A long calming section having the same diameter as the test section pipe and length equal to (240) $\mathrm{cm}(\mathrm{L} / \mathrm{D}=80)$ to provide fully developed flow at the entrance of the test section pipe.

Two short calming sections, also having the same diameter as the test section pipe and lengths equal to $(60) \mathrm{cm}(\mathrm{L} / \mathrm{D}=20)$ and $(120) \mathrm{cm}(\mathrm{L} / \mathrm{D}=40)$ respectively to provide fully developed flow at the entrance of the test section pipe.

## Erperimental Procedure

e procedure employed to carryout a certain experiment was as follows:
The required calming section length was fitted with the test section.
The centrifugal fan was then switched on to draw the air through the test section while the fan control valve was used for adjusting the required volume flow rate inside cylinder.
The electrical heater was switched on and the heater-input power then adjusted to give the mequired heat flux.
The apparatus was allowed to turn on for at least (4 hours) before the steady state conditions were achieved. The readings of all thermocouples were recorded every half an hour by a digital electronic thermometer until the reading became constant, then the final reading was recorded.
aput power to the heater could be changed to cover another run in shorter $d$ of time and to obtain steady state conditions for next heat flux and for same Reynolds
subsequent runs for other Reynolds numbers ranges were conducted in the same
cebure.
During each test run, the following readings were recorded: -
The length of entrance section (calming section) in (cm).
The reading of the rotameter (air flow rate) in ( $\mathrm{m}^{3} / \mathrm{hr}$ ).
The heater current in ampere.
The heater voltage in volts.
The readings of all thermocouples in (C).

## Analvsis Method

 Tle fillowing simplified steps were used to analyze the heat transfer process for the air flow in aThe aral input power supplied to cylinder can be calculated:

- =ecvoction heat transferred from the cylinder surface:
$=$ is the thtal conduction heat losses (lagging and ends losses).

The convection heat flux can be represented by:
$q_{\text {conv }}=\frac{Q_{\text {conve }}}{A_{s}}$
Where $A_{s}=\pi^{*} D^{*} L$
The convection heat flux, which is used to calculate the local and average heat transfer coefficie as follows:
$h_{\mathrm{x}}=\frac{\mathrm{q}_{\text {annv }}}{\mathrm{t}_{\mathrm{sx}}-\mathrm{t}_{\mathrm{ax}}}$
Where: $\mathrm{t}_{5 \mathrm{x}}=$ local surface temperature.
$\mathrm{t}_{\mathrm{ax}}=$ local bulk air temperature.
All the air properties were evaluated at the mean film temperature (Louis Burmeister, 1993).
$\mathrm{t}_{\mathrm{fx}}=\frac{\mathrm{t}_{\mathrm{sx}}+\mathrm{t}_{\mathrm{ax}}}{2}$
Where: $t_{\mathrm{Ex}}=$ local mean film air temperature.
The local Nusselt number $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ can be determined as:
$\mathrm{Nu}_{\mathrm{x}}=\frac{\mathrm{h}_{\mathrm{x}} \cdot \mathrm{D}}{\mathrm{k}_{\mathrm{x}}}$
The average values of Nusselt number $(\mathrm{Nu})$ can be calculated based on the calculated avener surface temperature and average bulk air temperature as follows:
$\overline{t_{s}}=\frac{1}{L} \int_{x=0}^{x=L} t_{x x} d x$
$\overline{t_{0}}=\frac{1}{L} \int_{x=0}^{\mathrm{x}=1} \mathrm{t}_{\mathrm{bx}} d \mathrm{dx}$
$\overline{t_{f}}=\frac{\overline{t_{s}}+\overline{t_{2}}}{2}$
The average values of the other parameters can be calculated as follows:
$\overline{N u}=\frac{q D}{k\left(\overline{t_{8}}-\overline{t_{\mathrm{a}}}\right)}$
$\overline{\mathrm{Gr}}=\frac{\mathrm{g} \beta \mathrm{D}\left(\overline{t_{\mathrm{s}}}-\bar{t}_{\mathrm{a}}\right)}{v^{2}}$
$\overline{\mathrm{Ra}}=\overline{\mathrm{Gr}} * \operatorname{Pr}$
Where: $\beta=\frac{1}{\left(273+\overline{t_{f}}\right)}$, All the air physical properties $(\rho, \mu, v$ and $\kappa)$ were evaluated at average mean film temperature $\left(\overline{t_{f}}\right)$.

## RESULTS AND DISCUSSION

A total of (48) test runs were conducted to cover the three entrance section pipes with differ lengths $60 \mathrm{~cm}(L / D=20), 120 \mathrm{~cm}(L / D=40)$ and $240 \mathrm{~cm}(L / D=80)$ for a horizontal circular cylire The range of heat flux from $60 \mathrm{w} / \mathrm{m}^{2}$ to $400 \mathrm{w} / \mathrm{m}^{2}$ and Reynolds number varied from ( 400 to 160 )

## Surface Temperature Distribution

Generally, the variation of the surface temperature along the cylinder may be affected by many variables such as heat flux, Reynolds number and the flow entrance situation. The temperature variation for selected runs is plotted in Figs. (3 - 6).
Fig. (3) shows the variation of the surface temperature along the cylinder for different heat flux, for $R c=400$ and for calming section length equal to $60 \mathrm{~cm}(L / D=20)$. This figure reveals that the surface temperature increases at cylinder entrance to reach a maximum value after which the surface temperature decreases. The location of maximum temperature seems to move toward the cylinder entrance as the heat flux increases. This can be attributed to the developing of the thermal boundary layer faster due to buoyancy effect as the heat flux increases for the same (Re).
Fig. (4) is similar to Fig. (3) but pertains to $\mathrm{Re}=1600$. The curves in the two figures show same trend, but the surface temperature values in Fig. (4) are lower than values in Fig. (3) because of the forced convection domination.
Figs. (5\&6) show the effect of (Re) variation on the cylinder surface temperature for low heat flux $92 \mathrm{w} / \mathrm{m}^{2}$ ) in Fig. (5) and for high heat flux ( $294 \mathrm{w} / \mathrm{m}^{2}$ ) in Fig. (6). It is obvious that the increasing of ( Re ) reduces the surface temperature, as the heat flux kept constant. It is necessary to mention that as heat flux increases the surface temperature increases because the free convection is the dominating factor in the heat transfer process.
The surface temperature variation for the second calming section with length equal to 120 cm ( $L D=40$ ) and third calming section with length equal to $240 \mathrm{~cm}(L / D=80)$, is similar trend as mentioned for ( $\mathrm{L} / \mathrm{D}=20$ ).

## Local Nusselt Number Distribution ( $\mathrm{Nu}_{\mathrm{x}}$ )

The variation of the local Nusselt number $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ with the dimensionless axial distance $\left(\mathrm{Z}^{+}\right)$, is plotted for selected runs in Figs. (7-10).
Figs. ( $7 \& 8$ ) show the effect of the heat flux variation on the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ distribution for $\mathrm{Re}=400$ and $\mathrm{Re}=1600$ respectively. It is clear from these two figures that at the higher heat flux, the results of $\mathrm{Nu}_{\mathbf{c}}$ ) were slightly higher than the results of lower heat flux. This may be attributed to the secondary flow superimposed on the forced flow effect increases as the heat flux increases leading higher heat transfer coefficient. The dotted curve in each figure represents the theoretical pure firced convection (TPFC) based on constant property analysis of (Shah and London, 1978).
Figs. $(9 \& 10)$ show the effect of $(\mathrm{Re})$ number variation on the $\mathrm{Nu}_{\mathrm{x}}$ distribution with $\left(Z^{+}\right)$, for low heat flux ( $92 \mathrm{w} / \mathrm{m}^{2}$ ) in Fig. (9) and for high heat flux ( $294 \mathrm{w} / \mathrm{m}^{2}$ ) in Fig. (10). For constant heat flux, the $(\mathrm{Nu})$ values give higher results than the predicted pure forced convection value and moves award the left as (Re) increases. This situation reveals that the forced convection is dominant on heat transfer process with little effect of buoyancy force for high ( Re ). As the ( Re ) number seduced, the buoyancy effect expected to be higher which improves the heat transfer results.
ir is necessary to mention that in horizontal cylinder, the effect of secondary flow is high, hence at $l=(\mathrm{Re})$ number and high heat flux, situation makes the free convection predominant. Therefore, as the heat flux increases, the fluid near the wall becomes warmer and lighter than the bulk fluid in the core. As a consequence, two upward currents flow along the sides walls, and by continuity, the fluid neer the cylinder center flows downstream. This sets up two longitudinal vortices, which are symmetrical about a vertical plane. These vortices reduces the temperature difference between the eylinder surface and the air flow in which led to increase the growth of the thermal boundary layer aing the cylinder and causes an improvement in the heat transfer results. But at low heat flux and
( Re ) number the situation makes the forced convection predominant and the vortex strength decreases which decreases the temperature difference between the surface and the air, hence the $\mathrm{Ns}_{5}$ ) values becomes 'igher (Mori and Futagami, 1967).
Also, the $\left(N u_{\mathrm{x}}\right)$ distribution for higher calming section ( $\mathrm{L} / \mathrm{D}=40, \mathrm{~L} / \mathrm{D}=80$ ) are similar trend as tertioned in the first calming section length $(L / D=20)$.

## Average Nusselt Number Distribution ( $\overline{\mathrm{Nu})}$

The variation of the average Nusselt number $(\overline{\mathrm{Nu}})$ with the dimensionless axial distance $\left(Z^{+}\right)$is depicted for selected runs in Figs. (11-14).
Figs. (11\&12) show the effect of the heat flux on the ( $\overline{\mathrm{Nu})}$ for $\mathrm{Re}=400$ and $\mathrm{Re}=1600$ respectively and the effect of $(\mathrm{Re})$ number on the $(\overline{\mathrm{Nu}})$ for low heat flux $\left(92 \mathrm{w} / \mathrm{m}^{2}\right)$ and high heat flux ( $29-$ $\mathrm{w} / \mathrm{m}^{2}$ ) in Figs. ( $13 \& 14$ ) respectively for the shorter tube $(\mathrm{L} / \mathrm{D}=20)$. The $(\overline{\mathrm{Nu}})$ variation for highe calming section $(\mathrm{L} / \mathrm{D}=40, \mathrm{~L} / \mathrm{D}=80)$ are similar trend as mentioned for $(\mathrm{L} / \mathrm{D}=20)$.

## CONCLUSIONS

As a result from the experimental work conducted in the present investigation to study combine convection heat transfer to thermally developing laminar air flow in horizontal circular cylinde subjected to a constant wall heat flux boundary condition, the following conclusions can be drawn:
1- The variation of the surface temperature along the cylinder has the same shape. This variation i affected by:
a- The surface temperature increases as the heat flux increases, for the same (Re).
b- The surface temperature for low (Re) is higher than for high (Re), for the same heat flux because of the free convection domination.
2- The variation of $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ with $\left(\mathrm{Z}^{+}\right)$, for all entrance lengths has the same trend. This variation summarized as follows:
a- For the same ( $\operatorname{Re}$ ) number, the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ increases with the increase of heat flux.
b- For the same heat flux and high $(\mathrm{Re})$, the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ moves toward the left of the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ predicted fo (TPFC), because the forced convection is dominant.
c- For the same heat flux and low $(\mathrm{Re})$, the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ moves toward the right of the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ predicte for (TPFC), because the natural convection is dominant.
3- Free convection effects tended to decrease the heat transfer results at low (Re) and to increas the heat transfer results for high ( Re ).
4- At the cylinder entance the effect of buoyancy is small, but it is effects increase in the cylinde downstream.
5- The variation of the $(\overline{\mathrm{Nu}})$ with $\left(\mathrm{Z}^{+}\right)$, has the same heat transfer characteristics which mentioned the $\left(\mathrm{Nu}_{\mathrm{x}}\right)$ results.
6- The mixed convection regime can be bounded by a suitable selection of ( Re ) number ranges an the heat flux ranges. The obtained Richardson numbers ( Ri ) range is varied approximately fro ( 0.1171 to 12.54 ).
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## EOMENCLATURE

## Description

Cylinder surface area
Specific heat at constant pressure
Cylinder diameter
Gravitational acceleration
Heat transfer coefficient
Heater current
Thermal conductivity
Cylinder length
Conduction heat loss
Convection heat flux
Convection heat loss
Total heat input

$$
\begin{gathered}
\frac{\mathrm{Unit}}{\mathrm{~m}^{2}} \\
\mathrm{~J} / \mathrm{kg} \cdot \mathrm{C} \\
\mathrm{~m} \\
\mathrm{~m} / \mathrm{s}^{2} \\
\mathrm{w} / \mathrm{m}^{2} .{ }^{\circ} \mathrm{C} \\
\mathrm{amp} . \\
\mathrm{w} / \mathrm{m} \cdot \mathrm{C} \\
\mathrm{~m} \\
\mathrm{w} \\
\mathrm{w} / \mathrm{m}^{2} \\
\mathrm{w} \\
\mathrm{w}
\end{gathered}
$$

| R | Cylinder radius | m |
| :--- | :--- | :--- |
| t | Air temperature | ${ }^{\circ} \mathrm{C}$ |
| $\mathrm{t}_{1}$ | Wall thickness | m |
| V | Heater voltage | volt |
| x | Axial distance | m |

## Greek

Thermal expansion coefficient
1/K
Dynamic viscosity
Kinematic viscosity
$\mathrm{kg} / \mathrm{m} . \mathrm{s}$
Air density
$\mathrm{m}^{2} / \mathrm{s}$
$\mathrm{kg} / \mathrm{m}^{3}$

## Dimensionless Group

Gr
Gz
Nu
Pr
$\mathrm{P}_{\mathrm{w}}$
Ra
Re
Ri
Z

## Subscript

a
b
calm.
f
f
s
w
x

Grashof number $=\mathrm{g} \beta \mathrm{D}^{3}\left(\mathrm{t}_{5}-\mathrm{t}_{2}\right) / v^{2}$
Graetz number $\quad=$ Re.Pr.D/L
Nusselt number $=h . D / k$
Prandtl number $\quad=\mu \cdot \mathrm{Cp} / \mathrm{k}$
Wall parameter
Rayleigh number

$$
=\mathrm{Gr} \cdot \mathrm{Pr}
$$

Reynolds number
Richardson number
Axial distance

$$
=\mathrm{h} \cdot \mathrm{D}^{2} / \mathrm{k}_{\mathrm{w}} \cdot \mathrm{t}_{1}
$$

$=\rho \cdot \mathrm{v} \cdot \mathrm{D} / \mu$
$=\mathrm{Gr} / \mathrm{Re}^{2}$
$=\mathrm{x} / \mathrm{D} \cdot \mathrm{Re} . \mathrm{Pr}$

## Superscript

## Air

Bulk
Calming section
Film
Fully developed flow
Surface
Wall
Local

Average


Fig. (1) Diagram of Experimental Arrangement



Fig. (1) Section (B-B) Shows Thermocouple Positions


| Letter | Definition |
| :---: | :--- |
| T | Test section |
| C | Calming section |
| G | Tenon connection piece |
| K | Thermocouple |

AII Dimensions in (mm)
Fig.(2) Teflon Connection Piece.


Narative of the surfice temperature with the avial distance Ihr $\mathrm{Kc}=40$, Lcalm $=61 \mathrm{~cm}, \mathrm{~L} /$ D/calm, $=2 \mathrm{H}$


Turatian of the surface temperature with the axial distance $\mathrm{m} \mathrm{F}^{\mathrm{L}} \mathrm{C}=\mathrm{m}^{\prime 2}$, Lcalm, $=60 \mathrm{~cm}$, LDjcalm, $=20$


Fig. (4) Variation of the surface temperatare with the axial distance for Re=1600 , Lcaim, $=60 \mathrm{~cm}, ~ L \mathrm{D})$ calm. $=20$


Fig, (6) Variation of the surfate temperature with the axial distance for $q=296$ winn ${ }^{\wedge 2}$, Lcalm. $=60 \mathrm{~cm}, L / D$ calm. $=20$


Fig. (9) Variatisn of the Local Nusselt number with the dimencionless axial distance for $\mathrm{Re}=400$, Lealm. $=60 \mathrm{~cm}$, LD)calim. $=20$


Fig.(11) Variation of the Lecal Nissell number with lie dimensinoless axial distance for $9=92 \mathrm{~min} \mathrm{~m}^{\wedge} 2$, Lcalm, $=60 \mathrm{~cm}$, LD cales $=20$


Fig_10) Variation of the Local Nasselt number will the diment
axial distance for $R e=1600$, Lcalm. $=60 \mathrm{~cm}, L D$ calm. 23
Fig_10) Variation of the Local Nasselt number wilh the dimenay
axial distance for $R e=1600$, Lcalm. $=60 \mathrm{~cm}$, LDkalm.


Fig. (12) Variation of the Leal Nusselt number with the dimensionies axial distance for $q=294 m / m^{\wedge} 2$, Lcalm. $=60 \mathrm{~cm}$, L/D)caim. -20

16) Variation of a axial distance for

En laralies of buatimenct for

5. Karation of the average Nasselt number with the dimessionless mav dicanct for Re= 400 , Lealn. $=60 \mathrm{~cm}$, LD/calm. $=20$


In Muratee of the average Nusseli number with the dimensionless anes lirrater for $\mathrm{q}=92 \mathrm{w} / \mathrm{m}^{2} 2$, Lcalm. $=60 \mathrm{~cm}, L / D j \mathrm{calm}=20$


Fig( 17) Variation of the nverage Nusselt namber with the dimensinaless



Fige( 19) Variation of the average Nusset number with the dimensioniess


# FREE VIBRATION OF BEAM ELASTICALLY RESTRAINED AGAINST TRANSLATION AND ROTATION AT ENDS 

Nabil H.H.<br>Univ. of Baghdad-College of Eng.

## as)TRACT

approximate solution of the vibration of an elastically restrained, uniform and non-uniform with translational and rotational springs is obtained using Rayleigh-Ritz approach. The Equencies are presented for wide range of restrained parameters and some of these have been mpured with those available in the published literature illustrating the accuracy and versatility of spproach. It is believed that the results present in this paper will be of use in design of beams, and piping under dynamics consideration.

## الخخلاصة








## san WARDS

$E=$ vibration, beam, shaft, frequency parameter, elastically restrained, Rayleigh-Ritz

## STEODUCTION

Treis a large number of technical studies dealing with vibrating beam taking into account several - ericating effects such as axial forces, elastic constraints, variable cross-section rotary inertia of trap mass.
Tinat Rossi and Reyes(1976) studied the problem of free vibration of a beam supported by a mormal spring at one end and having a translational spring at the other end. Sundarajan(1979) med a simple algebraic expression for un upper bound to the fundamental frequency of beams - unsymmetrical springs.
$\square$ and Soreensen(1980) have studied the response of elastically restrained cantilever
-Euler beams and presented exact frequencies and mode shapes for the first four modes of for a numher of restraint parameters. In an attempt to estimate the fundamental s of vibration fuel rods, Passig(1970) derived an exact frequency equation for a beam by symmetrical springs at either end of the beam. Abbas(1984) has studies the problem of restrant Timoshenko beams and presents some results for degenerate case of Bernoulli-

In the present paper the problem of free vibration of partially restrained Bernoulli-Euler is solved by using Rayleigh-Ritz approach. A simple algorithmic procedure is applied for determining the frequency parameter of the restraint beam.

## APPROXIMATE SOLUTIN

The classical application of the Rayleigh-Ritz method is based upon the selection of a deflection function which is a specific function of the position.
However, as was a first shown by Rayleigh one can use a polynomial function with undefined parameters. The strain .energy of the structural system under consideration Fig. (1).

$$
\begin{equation*}
U_{\max }=\frac{1}{2} E \int_{J}^{L} I(x)\left(\frac{\partial^{2} W}{\partial x^{2}}\right)^{2} d x+\frac{1}{2} \phi_{1}\left(\frac{\partial W}{\partial x}\right)^{2}+\left.\frac{1}{2} K W^{2}\right|_{\substack{x=x t \\ x=x 2}} \tag{1a}
\end{equation*}
$$

be equal to its maximum kinetic energy

$$
\begin{equation*}
V=\frac{1}{2} \rho \omega^{2} \int^{2} A(x) W^{2} d x \tag{1b}
\end{equation*}
$$



Fig.(1) The structural element under investigation, showing the support system.
Where E is the Young's modulus $\mathrm{I}(\mathrm{x})$ is the variable moment of inertia, $\mathrm{A}(\mathrm{x})$ is the variable crosssection areut, $\phi_{r}$ and K are the coefficient of rotational and translational springs. The boundary conditions for the beam can be written at $\mathrm{x}=0$

Where $\alpha$ expressior yield a cha
$\left[K-\omega^{2} M\right.$
In which frequency.

NUMERI
The first c supported Table(1) at agreement The second single span Table (1)

ambers in :
and at $x=L$ as:-

$$
\begin{align*}
& E I \frac{\partial^{3} W(0, t)}{\partial x^{3}}=K W(L, t) \\
& E I \frac{\partial^{2} W(0, t)}{\partial x^{2}}=-\phi, \frac{\partial W(L, t)}{\partial x} \tag{3}
\end{align*}
$$

The displacement deflection shape can now be approximate by means of polynomial

$$
\begin{equation*}
W \approx W(x, t)=\left(1+\alpha_{1} x+\alpha_{2} x^{2}+\alpha_{3} x^{3}+\alpha_{4} x^{4}\right)\left(\sum_{w=0}^{N} A_{n} X^{n}\right) e^{n} \tag{4}
\end{equation*}
$$

Where $\alpha$ 's.are determined from the boundary conditions of equations (2) and (3). Substitution of expression (4) into equation (2) and differentiated with respect to the undefined constant A's would yield a characteristics equation of the form
$\left.-\omega^{2} M\right\}\{A\}=0$
which K and M are the stiffness and mass matrices of the structure, and $\omega$ is the circular fequency.

## NUMERICAL RESULTS AND DISSCUSSION

The first case studied is that of uniform cantilever beam (clamped at $\mathrm{x}=0$ ) with rotational spring supported located at the free end of the beam. The first five frequency parameters are shown in Table(1) and compared with the exact values from the work of Lau[1], The table shows excellent greement with exact results .
The second case studied is that of determination of the natural frequency parameter for an uniform, gle span, spring hinged beam.
Table (1) Comparison of frequency parameters $\left(\omega^{2} m l^{4} / E I\right)^{1 / 2}$ for a uniform cantilever beam with translational spring and a rotational spring at the same point $\left(\mathrm{K}=\phi_{=}=10\right)$.

| $\mathrm{x} / \mathrm{l}$ | Mode Sequence Number |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |  |
| 0.2 | 2.136 | 5.125 | 8.211 | 11.132 | 14.431 |  |
|  | $(2.1268)$ | $(5.0431)$ | $(8.0236)$ | $(11.002)$ | $(14.206)$ |  |
| 0.6 | 2.786 | 5.032 | 8.082 | 11.356 | $14, .165$ |  |
|  | $(2.7462)$ | $(4.9737)$ | $(8.0698)$ | $(11.283)$ | $(14.146)$ |  |
| 1.0 | 2.744 | 5.402 | 8.412 | 11.512 | 14.532 |  |
|  | $(2.7146)$ | $(5.3348)$ | $(8.6607)$ | $(11.4375)$ | $(14.5271)$ |  |

mbers in parentheses are exact values.

Table (2) Comparison of frequency parameters $\left(\omega^{2} m l^{4} / E I\right)^{1 / 2}$ for a uniform cantilever beam with translational spring and a rotational spring at the same point $\left(\mathrm{K}=\phi^{\phi}=10\right)$.

|  | Mode Sequence Number |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |  |
|  | 17.273 | 49.682 | 101.891 | 172.025 | 262.124 |  |
|  | $(17.269)$ | $(49.601)$ | $(101.318)$ | $(171.748)$ | $(261.527)$ |  |
| 100,100 | 19.266 | 54.961 | 110.783 | 182.642 | 275.430 |  |
|  | $(19.272)$ | $(54.509)$ | $(108.773)$ | $(182.180)$ | $(274.921)$ |  |

bers in parentheses are exact values
where both ends elastically restrained against rotational and fully translationally restrained.
results of the frequency parameters for two combinations of rotational stiffness are considered
ther with exact results computed by Gorman [8] as shown in Table (2). Again close agreement
exact results is achieved.
$(2,3,4$ and 5$)$ show the relation between the frequency parameter $\left(\omega^{2} m l^{4} / E I\right)^{1 / 2}$ and the number under different values rotational spring constant for uniform single span beam.

Figs. ( $6,7,8$ and 9 ) show the relation between the frequency parameter $\left(\omega^{2} m l^{4} / E I\right)^{1 / 2}$ and ${ }^{3}$ mode number under different values off rotational spring constant for three span beam, which symmetrically parabolas tapered in both width and depth where the central dimensions one half end dimension and has both end translationally and rotationally spring supported.
It can seen from the figures presented in this paper that both the translational and rotational spring constants have significant effect on thee lower mode of vibration. This study also, shows that is general the translational spring constant has relatively greater effect on the frequencies than the rotational spring constant.
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## NOMENCLATURE

$\mathrm{I}(\mathrm{x})$ - variable moment of inertia $\left(\mathrm{m}^{4}\right)$
$\mathrm{A}(\mathrm{x})$ - variable cross-section area $\left(\mathrm{m}^{2}\right)$
L- beam's length ( m )
E- Young's modulus of elasticity $\left(\mathrm{N} / \mathrm{m}^{2}\right)$
$\rho$ - density of the beam $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$
$\phi$, and K - are the coefficient of rotational and translational springs.
K and M - are the stiffness and mass matrices of the structure
$\omega$. is the circular frequency ( $\mathrm{rad} / \mathrm{s}$ ).

## TWO- DIMENSIONAL NUMERICAL MODEL FOR THERMAL POLLUTION OF SINGEL SOURCE IN RIVER

Prof. Dr. Rafa H. Al-Suhaili<br>College of Eng./ University of Baghdad

Mohsin Jasim Nasir<br>Technical institute of Mussuaib

## ERACT

this research was to apply a numerical model capable of describing the thermal pollution
For this purpose a two-dimensional numerical model was applied for estimating distribution in a river
Conservation Equation and Thermal Energy Equation were used to describe the and diffusion of temperature along the river subjected to thermal pollution point arthermore the model incorporates the (k- $\varepsilon$ ) turbulence model to calculate the distribution viscosity .The pressure distribution was determined using hydrostatic pressure differential equations were formalized and simplified to be solved using Alternative mplicit- explicit method (ADI) with upwinding technique. The resulting system of linear Is equations were then solved using Gauss-Elimination method
y physical model was built to find experimental data. These data were used for model with data obtained from Al -Daura power station and Tigris river.
E was found to be sensitive to the variation of river velocity and density difference and the fas found to be insensitive to the wind speed. The comparison of observed results from Alproer station and laboratory physical model with those computed by the numerical model a good agreement . The maximum absolute difference percentage are ( $16.2 \%, 8.6 \%$ )

## الخلاصة

 .


 بالّاز امسة .







## INTRODUCTION

The rise of water temperature due to artificial effects is called thermal pollution. This $t y p=$ pollution can be defined as excessive change in the natural or ambient water temperature cause the addition or removal of heat through man's activities. The heated water raise the temperaturn the body of water above it's normal level and can harm animals and plants living in the (Richard,2000).
The major waste-heat producing industries are :steam-electric generation plants, petroi refineries, steel mill, chemical plants(mathur, 1976).
The discharge of heated water directly to the river can be more dangerous to the health a receiving water than organic pollution. Higher temperature reduces solubility of oxygen .Mor= ,the chemical reactions will proceed to a faster pace, hence, the water may go anaerobic disastrous effects on its odor and appearance(Rute and Siliva, 1997).
Al-Challabi (1994) developed a two- dimensional numerical model for the simulation of the and mixing of thermally polluted water disposed into the flow. This model considers the effer density difference between the pollutant density and the river water density
Li-Renyu and Righetto (1998) presented unsteady state two dimensional model to simulate velocity and temperature field in the estuary of the Yangtza River in Brazil. It was found the simulation by using ( $\mathrm{K}-\varepsilon$ )model can provide more details of flow fields and temperature distrite than that once obtained by using
Phenomenological algebraic for models of eddy viscosity and diffusivity Catirolgu and Yu (1998) presented a mathematical model to predicts the long-term effects of once-through syas on local fish population. The simulation indicates that entertainment and impingement may a population reduction of about $2 \%$ to $8 \%$ in the long run. Joody (2001) developed one and dimensions numerical model for the simulation of the spread and mixing of thermally poll water disposed into the river flow released from the AL-Daura Power Station starting from outfall up to 1000 m downstream. The two dimensional model also discusses two cases, the case neglects the effect of vertical velocity distribution while the second case incluar Comparison of observed data on Feb 3, 2001 and July 27,2001 with data computed by dimensional model shows a good agreement with percentage error of $0.57 \%$ and $1.95 \%$ respect In this research the finite difference method was used to solve the equations governing phenomena of heat disposal. The solution was verified by a laboratory experimental work field data obtained from Al-Daura power station.

## NUMERICAL MODELING

Numerical model of thermal pollution is used by the formulation of the following set of differential equations: (Rastogi and Rodi, 1978)

## Whmentum Conservation Equations

Eerzontal Momentum Equation :

Epical Momentum Equation :

Thermal Energy Equations :

Exec turbulence model :
equation:


- Equation :

-Density- Temperature relation ships.
$=-0.0055 \mathrm{~T}^{2}+0.0182 \mathrm{~T}+1000.1$
altitudinal velocity vertical distribution:
$=2 \mathrm{U}_{\mathrm{f}} \mathrm{Ln}\left(\mathrm{Y} / \mathrm{Y}_{0}\right)$
distribution along the river depth

$$
\begin{equation*}
P=g_{0}^{z} \rho d Z \tag{7}
\end{equation*}
$$

Efference was used for the solution of the above partial differential equations, and by using assumption to transform these equation from non-linear to linear equations 978). These equations are simplified in a two-dimensional vertical and horizontal direction . programming was used to perform the computations of the simulation model. It was Fortran -77 which works with Visual Fortran -97 language:
$(1,2,3)$ are considered as the three_ dimensional governing differential equations while $(4,5,6,7)$ are the auxiliary equations.

## RERIMENTAL WORK

ratory physical model as shown in Fig. (1) was built to simulate the case of thermal pollution es in order to obtain data for verification of the numerical model mentioned above. This was built using galvanized steel pipes and tanks. Two pumps were used one for the heated and one for the water that simulate the river water. The water was heated using electrical enter. The water pipe was connected to the ground tank (feed tank), which then lifted to tanks land 2 . The water in those tanks were connected to a glass flume which simulate the river pipes ended by a tap after passing through electrical heaters (plant 1 , and plant 2). The $x=$ fed by water from a re-circulation tank (tank no. 3). The flow was controlled by a weir
located at the end of the flume. The experiments was conducted to find the temperature along flume downstream of the heated water outfall(the water from the tap). The temperature values we measured using thermometers distributed at selected distances from this tap.
Field data obtained from Al-Daura power station were also used to support this verificatio Table(1) shows the cemparison of the temperature values along the Tigris river downstream of doura Power station outfall with those obtained by the numerical model. The required informati about Tigris river obtained from (Euphrates center for studying and design or irrigati project, 2001)

Table (1) Observed and Predicted temperature from Al-Daura power station

| Distance(m) | Observed Temp. ${ }^{\circ} \mathrm{C}$ | Predicted Temp. <br> ${ }^{\circ} \mathrm{C}$ (by Numerical <br> model) | Absolute <br> difference $\%$ |
| :---: | :---: | :---: | :---: |
| Outfall | 44 | 44 | 0 |
| 50 | 32.7 | 38 | 16.2 |
| 100 | 30.8 | 34.5 | 12 |
| 150 | 30.5 | 32 | 5 |
| 200 | 30.3 | 30.6 | 0.004 |
| 250 | 30 | 30 | 0 |
| 300 | 29.8 | 29.8 | 0 |
| 350 | 29.7 | 29.7 | 0 |
| 400 | 29.7 | 29.7 | 0 |
| 450 | 29.7 | 29.7 | 0 |
| 500 | 29.7 | 29.7 | 0 |

Table(2) shows the comparison of the temperature values observed from the laboratory mo downstream of the point source outfall with those obtained by the numerical model.

Table (2) Observed and Predicted Temperature Data from Laboratory Physical Model.

| Distance (m) | Observed temp. ${ }^{\circ} \mathrm{C}$ <br> (in the laboratory <br> model) | Predicted temp. ${ }^{\circ}$ <br> C(by the numerical <br> model) | Absolute Differ \% |
| :---: | :---: | :---: | :---: |
| 0 | 55 | 55 | 0 |
| 0.5 | 38 | 41.3 | 8.6 |
| 1 | 32 | 33.1 | 3.4 |
| 1.5 | 30 | 30.6 | 2 |
| 2 | 30 | 30.1 | 0 |
| 2.5 | 30 | 30 | 0 |
| 3 | 30 | 30 | 0 |
| 3.5 | 30 | 30 | 0 |
| 4 | 30 | 30 | 0 |



Fig. (1) Physical laboratory model

## SAND DISCUSSION

aing the results of the numerical model to study the effect of different parameters on the $=$ distribution the model should be verified. The verification was carried out by $=$ a comparison between the observed results from laboratory physical model and Al tation with predicted results obtained from numerical model as shown in Figs. $(2,3)$. percentage difference was found to be ( $16.2 \%, 8.6 \%$ ) , and the correlation coefficient those results are $(0.917,0.991)$ respectively.


Cemparison between observed and predicted temperature data obtained from Al-Daura power station.


Fig. (3) Comparison between observed and predicted temperature data obtained from laboratory physical model.

## SENSITIVITY ANALYSIS

Sensitivity analysis was carried out to obtain the effect of the several important model parames on the temperature distribution as follows:

## Effect of Wind Speed

Fig. (4) shows the comparison between the results obtained by excluding and including transfer coefficient respectively. From this figure, it can be found that excluding or including heat transfer from the water surface showed no noticeable change in temperature distribution .
The above analysis indicated that the model is insensitive to the variation in the wind speed. Thir obvious from the comparison of the temperature contours for the two cases which is almost simily

## Effect of River Velocity

The river velocity is effected by the slope and roughness of river bed. (Roberson and Crowe,
Fig. (5) shows that decreasing the roughness height causes increase in longitudinal distribution the temperature. This is caused due to increase in longitudinal velocity .Also reducing the rougha height causes vertical retardation of isotherms .
Fig. (6) shows that by increasing water surface slope an increase in longitudinal temperat distribution was obtained, in addition to this the isotherms are retarded vertically when the slope increase.
The above analysis indicates that the model is sensitive to the change in river velocity indication is obvious since the temperature contours were shifted downstream from the outfall.

## Effect of Density Difference:

Fig. (7) shows that the isotherms are retarded longitudinally and vertically in case of neglecting density effect. This can be attributed to the effect of a buoyancy force on the spreading temperature .
analysis indicates that the model is sensitive to the variation of density difference he heat polluted water and river water .


E-FFect of Heat Transfer on Temperature Distribution.$\left(\mathrm{Td}=50^{\circ} \mathrm{C}, \mathrm{Tr}=30^{\circ} \mathrm{C}, \mathrm{t}=300 \mathrm{sec}\right)$


Fig. (5) Effect of Roughness Height on Temperature Distribution. $\left(\mathrm{Tr}=30^{\circ} \mathrm{C}, \mathrm{Td}=50^{\circ} \mathrm{C}, \mathrm{t}=300 \mathrm{C}\right.$

c. Effect of River Slope on Temperature Distribution ( $\left.\mathrm{Tr}=30^{\circ} \mathrm{C}, \mathrm{Td}=50^{\circ} \mathrm{C}, \mathrm{t}=300 \mathrm{sec}\right)$


Fig. (7) Effect of Density Difference on the Temperature Distribution .

## CONCLUSIONS

1. The numerical model is insensitive to the variations of wind speed.

2- The numerical model is sensitive to the variation of roughness height of the river bed, slope water surface, density difference between the heated water density and the river water density
3- The model can be utilized to study the effect of various physical parameters on tempera distribution.
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#### Abstract

A numerical study of mixed conv. . tion cooling of heat dissipating electronic component, located in a rectanzular enclosure , and cooled by an external through flow of air is carried out A conjugate problem is solved by primitive variables method, describing the flow and thermal fields in air The interaction between the components is of interest here, depending on their relative placement in the enclosure, and different configuration are considered. for $\mathrm{Re}=100$ laminar, steady flow is predicted for up to $\mathrm{Gr} / \mathrm{Re}^{2}=25$ according to heat source location in the enclosure. The mixed convection regime, where the buoyancy effects are comparable to the forced flow, occurs at values of $\mathrm{Gr} / \mathrm{Re}^{2}$ between 0.01 and 25 . The results are of values in search for suitable placement of electronic components in an enclosed region for an effective heat removal. In general, it appears that the location of the source on the left vertical wall is the most favorable in terms of cooling. Laminar results are predicted up for up to $\mathrm{Gr}=2.5 * 10^{5}$ for all configurations studied.


## الخلاصة













$$
\begin{aligned}
& \text { لكل الحالات المدروسة } \text { Gr=2.5 *10 }
\end{aligned}
$$
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## INTRODUCTION

An area which has seen a considerable amount of research activity in the recent years is that of heat removal for electronic equipment with the continued effort to decrease the size of electronic equipment, the energy dissipated per unit area has increased substantially in most engineering applications. Air cooling is still the most attractive method for computer system and other electronic equipment, due to its simplicity and low cost. Thermal engineers in the electronics industry are always trying to achieve the best possible performance out of air cooling. In this effort, the need to understand the variety of flow phenomena and convective heat transfer mechanisms that are present in air-cooled electronic systems is obvious.
A number of studies on the convective heat transfer in enclosure, such as solar collection systems, room ventilation and electronic circuit have been extensively reported regarding the cooling process. Recently, considerable attention has turned to mixed convection problems owing to Liany practical applications including cooling of electronic equipment and devices \{G.P. Paterson and A. Ortega 1990 \},\{K.J. Kennedy and A. Zabib 1983\}. In an enclosure , the interaction between the external forced stream and buoyancy driven flow induced by the increasing high heat flux from electronic module leads to the possibility ' of complex flow. Therefor its important to understand the heat transfer characteristics of mixed convection in the enclosure.
Mixed convection flow and heat transfer has been studied for inclined channels with discrete heat sources \{C.Y. Choi and A. Ortega 1993 \}, \{ C. Yucel , H. Hasnaoui, L. Robillard, and E. Bilgen 1993$\}$. It is found by Choi that the best performance in heat transfer is obtained when the channel is in a vertical location. The Yucel is pointed out that the normalized Nusselt number is a decreasing function of the Reynolds number and an increasing function of the inclined angle . \{E. Papanicolaou and Y. Jaluria 1990 and 1993\} studied mixed convection from an isolated heat source in a rectangular enclosure. They indicated that flow patterns generally consist of high-or low-velocity recirculating Celia due to buoyancy forces generated by the heat source .
In addition. the effect of the thermal conductivity of the cavity walls on the heat transfer phenomena was investigated by Jaluria. A later investigation \{E. Papanicolaou and Y. Jaluria $1995\}$ further presented turbulent flow in a cavity by $\mathbf{k}-\varepsilon$ model. Turbulent results were obtained for $\mathrm{Re}=1000$ and 2000 , in the rang of $\mathrm{Gr}=5^{*} 10^{7}$ to $5^{*} 10^{8}$. A detailed study of mixed convection in a partially divided rectangular enclosure was presented by \{T.H. Hsu ,P.T. HsL, and S.P. How 1997 \}. It was observed that the heat transfer coefficient decrease rather rapidly as the height of the partition is more than about half of the total height of the enclosure. In the present work, therefore, where a enclosure configuration is considered, with protruding heat sources at various locations, the following conditions are considered :-
1- convection heat transfer in the enclosure only.
2- protruding heat sources (blocks) in the enclosure, mounted on surfaces that are either parallel or perpendicular to each other.
3- Interaction between a buoyancy - induced flow and a forced flow whose direction is perpendicular to the gravity vector.

The geometry of the cavity and the relevant parameters considered here are shown in Fig(1), for the study of the conjugate problem. The walls are assumed to be small thickness therefor the conduction through it can be neglected. The total dimensions Htot, Wtot include the corresponding dimensions of the air - filled cavity plus the thickness of the walls.


Fig.(1).Physical model of the gavity.
The configuration shown in Fig.(1) is a generic case, including three location of the sources , corresponding to the left, right and the bottom side walls. This case will be referred to as LRB for brevity from now on. However, most different locations and the corresponding configurations will be, respectively, named as LR (for sources on the left and right walls) , LB (left and bottom walls), and RB (right and bottom walls) configuration s. The heat sources will be referred to as $L, R$, and $B$ depending on their respective location.
The two dimensional problems is studied here, where each heat source actually represented a row of electronic components , sufficiently long in the third dimension.

## MATHEMATICAL FORMULATION

## Model Equations

The equation describing the problem for the configuration of Fig.(1) are the Navier-Stokes equations for the fluid, with buoyancy effect taken into account, as well as the energy equation, which describes the temperature variation through the fluid (air), the flow assumed to be steady , laminar, and incompressible.
The nondimensional equations can be written as :-

$$
\begin{gather*}
\frac{\partial U}{\partial \mathrm{X}}+\frac{\partial \mathrm{V}}{\partial \mathrm{Y}}=0  \tag{1}\\
U \frac{\partial \mathrm{U}}{\partial \mathrm{X}}+\mathrm{V} \frac{\partial \mathrm{U}}{\partial \mathrm{Y}}=-\frac{\partial \mathrm{P}}{\partial \mathrm{X}}+\frac{1}{\mathrm{Re}} \nabla^{2} \mathrm{U}  \tag{2}\\
\mathrm{U} \frac{\partial \mathrm{~V}}{\partial \mathrm{X}}+\mathrm{V} \frac{\partial \mathrm{~V}}{\partial \mathrm{Y}}=-\frac{\partial \mathrm{P}}{\partial \mathrm{Y}}+\frac{1}{\mathrm{Re}} \nabla^{2} \mathrm{~V}+\frac{\mathrm{Gr}}{\mathrm{Re}^{2}} \theta  \tag{3}\\
\mathrm{U} \frac{\partial \theta}{\partial \mathrm{X}}+\mathrm{V} \frac{\partial \theta}{\partial \mathrm{Y}}=\frac{1}{\mathrm{Re} \cdot P_{T}} \nabla^{2} \theta \tag{4}
\end{gather*}
$$

Where the above equation are non dimensionalized by using the dimensionless parameters defined as :-
$X=x / H i \quad Y=y / H i$
$\mathrm{U}=\mathrm{u} / \mathrm{ui} \quad, \quad \mathrm{V}=\mathrm{v} / \mathrm{ui}$
$\operatorname{Pr}=v / \alpha \quad, \mathrm{P}=\mathrm{p} / \rho \mathrm{ui}^{2} \quad ; \quad \mathrm{Gr}=\mathrm{g} \cdot \beta \cdot \Delta \mathrm{T} \cdot \mathrm{Hi}^{3} / \mathrm{v}^{2}$
$\mathrm{Re}=u \mathrm{i} . \mathrm{Hi} / v \quad, \theta=\mathrm{T}-\mathrm{Ti} / \Delta \mathrm{T}$
$\Delta \mathrm{T}=\mathrm{Th}-\mathrm{Ti}$

## Boundary Conditions

The boundary conditions at the inflow and the outflow are, respectively :-
$\mathrm{Ui}=1, \mathrm{Vi}=0, \theta \mathrm{i}=0$ at theinlet flow.
$\mathrm{U}=0, \mathrm{~V}=0$ and $\frac{\partial \mathrm{U}}{\partial \mathrm{N}}=\frac{\partial \mathrm{V}}{\partial \mathrm{N}}=0$ at thewalls.
$\theta \mathrm{i}=1$ at the heat source
$\frac{\partial \mathrm{U}}{\partial \mathrm{N}}=\frac{\partial \mathrm{V}}{\partial \mathrm{N}}=\frac{\partial \theta}{\partial \mathrm{N}}=0 \quad$ at theexit flow (smothexit)
The sensitivity of the solution to the outflow boundary conditions was tested by Papanicolaou and Jaluria $\{5\}$.The mean Nussult number define as :-

$$
\begin{equation*}
\overline{\mathrm{Nu}}=\int_{0}^{1} \frac{1}{\theta(\mathrm{y})} \mathrm{dy} \tag{7}
\end{equation*}
$$

## NUMERICAL METHOD

Governing Eqs.(1-4) were solved numerically by the primitive variables method (finite volume method) to obtain steady state laminar flow solution, with hybrid scheme approximation for the convective terms \{J.P. Simoneau, C. Inard, and F. Allard 1988\}. The second upwind and central differencing scheme were also used for comparison and no significicent differences were found .
To determine the appropriate grid size with which grid independent solutions can be Obtained, the calculation were done on increasingly finer grid size distributions. A $21 * 21$ uniform grid with a denser clustering near the walls was considered to give-independent result. To corroborate this the $21^{*} 21$ grid results were compared with the solution on an $42^{*} 48$ uniform grid. The two results compare very well with each other with a maximum local difference of $4.5 \%$ in the two solutions. The general transport equation for laminar flow in cartesian coordinates may be presented by:
$\frac{\partial(\rho \Phi)}{\partial t}+\frac{\partial\left(\rho \Phi U_{i}\right)}{\partial \mathrm{X}_{\mathrm{i}}}=\frac{\partial}{\partial \mathrm{X}_{\mathrm{i}}}\left(\Gamma \Phi \frac{\partial \Phi}{\partial \mathrm{X}_{\mathrm{i}}}\right)+\mathrm{S}_{\Phi}$
where
$i=1,2,3$
$\frac{\partial\left(\rho D U_{i}\right)}{\partial \mathrm{X}_{\mathrm{i}}}=$ convection term
$\frac{\partial}{\partial \mathrm{X}_{\mathrm{i}}}\left(\Gamma_{\Phi} \frac{\partial \Phi}{\partial \mathrm{X}_{\mathrm{i}}}\right)=$ diffusion term
$S_{\Phi}=$ source term
where $\Phi$ is the dependent variable. Table (1) gives the expressions for the source terms $\mathrm{S}_{\phi}$ for each variable that is likely to be needed in solving cooling problems.

Table (1) Source Terms in the Transport Equations.

| Equation | $\Phi$ | $\Gamma_{\phi}$ | $\mathrm{S}_{\phi}$ |
| :--- | :---: | :---: | :---: |
| Conntinuity | 1 | $\mu$ | 0 |
| Momentum | $\mathrm{U} 1=\mathrm{U}$ | $\mu$ | $-\mathrm{P}_{\mathrm{X}}+1 / 3(\mu \nabla . \mathrm{U})+\rho \mathrm{g}_{\mathrm{x}}$ |
| Momentum | $\mathrm{U} 2=\mathrm{U}$ | $\mu$ | $-\mathrm{Py}+1 / 3(\mu \nabla . \mathrm{U})+\rho g y$ |
| Momentum | $\mathrm{U} 3=\mathrm{U}$ | $\mu$ | $-\mathrm{Pz}+1 / 3(\mu \nabla . \mathrm{U})+\rho g \mathrm{z}$ |
| Temperature | T | $\Gamma$ | $\mathrm{Q} / \mathrm{Cp}$ |

$\mu$ : dynamic viscosity , $\Gamma$ : diffusion coefficient (diffusivity)
If we use the Boussinesque approximation, we get :-
$\rho g_{\mathrm{x}}=\mathrm{pg}_{\mathrm{z}}=0$
$\mathrm{pg}_{y}=-\mathrm{g}\left(1-\frac{\Delta \mathrm{T}}{\mathrm{T}}\right)$ where $\quad \Delta \mathrm{T}=\mathrm{T}-\mathrm{Tr}$
$\mathrm{Tr}=$ Reference Temperature

## Solution of Governing Equations

Most of the reviewed material solve the models using the finite volume based methods. The most frequent scheme used in solving the air flow was the SIMPLE scheme and some of its variations (SIMPLEC etc...). Most investigators used the hybrid method (central / upwind Differencing ), for solving the transport equation, In the following sections the equations are first discretized using finite volume methods, then a suitable difference scheme is applied. The solution process is finally concluded with the method of applying the boundary conditions.

## Discretization Methods

To solve the governing equations numerically they must be discretized and formulated in such a way to preserve there nature. Two main methods of discretization are the finite element and finite difference methods. The use of the finite element method was thought to be much better since it offers greater flexibility specially for difficult geometries. Finite difference schemes are widely used, and are the more common. Complex geometry's can be modeled when generalized
coordinates are used. Finite difference scheme may be derived either by using the Taylor expansion polynomial approximation or by the use of the finite volume scheme.

## Finite Volume Method (Control Volume)

The basic idea of the control volume (CV) formulation is to divide the domain into a number of non-overlapping CV's such that there is one CV surrounding each grid point. The differential equation is integrated over each CV, \{H.K. Versteeg and W. Malalasekera 1995\}. The most attractive f -ature of the CV formulation is that the resulting solution would imply that the integral conservation of quantities such as mass, momentum and energy is exactly satisfied over each and any group of CV's and of course over the whole computational domain.
This characteristic exists for any number of grid points, not just in a limiting sense when the number of grid points becomes large. Then, even the coarse-grid solution exhibits exact integral balances.

## Two Dimensional Discretization

The general transport equation may be written as,
$\frac{\partial(\rho \Phi)}{\partial \mathrm{t}}+\frac{\partial}{\partial \mathrm{X}_{\mathrm{i}}}\left(\mathrm{J}_{\mathrm{i}}\right)=\mathrm{S}_{\Phi}$
where $J_{i}=\rho U_{i} \Phi-\Gamma_{\Phi} \frac{\partial \Phi}{\partial X_{i}}$
Ji represents all the flux due to both diffusion and convection. The source term may be expressed as a linear expression :-
$S_{\circ}=b \Phi_{\mathrm{D}}+\mathrm{c}$
Note the pressure term is excluded from the source term (in the momentum equation) in the solution procedure, and the linearization is done for all other terms only.


Fig.(2). Grid and control volume for 2D field (H.K. Versteeg).

Integrating using the CV we get,
$\left(\rho_{p} \Phi_{\mathrm{p}}-\rho_{p}^{0} \Phi_{\mathrm{p}}^{0}\right) \Delta \mathrm{A} / \Delta \mathrm{t}+\mathrm{J}_{\mathrm{e}}-\mathrm{J}_{w}+\mathrm{J}_{\mathrm{s}}-\mathrm{J}_{s}=\left(\mathrm{b} \Phi_{\mathrm{p}}+\mathrm{c}\right) \Delta \mathrm{A}$
where $n$ (north) and $s$ (south) are the neighbouring points of $p$ in the $y$-direction, $\Delta A=\Delta X^{*} \Delta Y$ is the area of the CV, and the J's are the integrated total fluxes. Integrating the continuity gives,

$$
\begin{equation*}
\left(\rho_{\mathrm{p}}-\rho_{\mathrm{p}}^{\circ}\right) \Delta \rho / \Delta \mathrm{t}+\mathrm{F}_{\mathrm{c}}-\mathrm{F}_{\mathrm{w}}+\mathrm{F}_{\mathrm{n}}-\mathrm{F}_{\mathrm{s}}=0 \tag{13}
\end{equation*}
$$

where the F 's are the mass flow rates through the control surfaces. The f two-dimensional discretization equation can be obtained from eq.(12) and eq.(13), and is given by,
$\left(\sum_{i} a_{i}+a_{p}^{0}-b\right) \Phi_{D}=\sum_{i} a_{i} \Phi_{i}+c$
where
$\sum a_{i}=a_{p}=a_{e}+a_{w}+a_{n}+a_{s}$
$\sum_{i} a_{i} \Phi_{i}=a_{e} \Phi_{e}+a_{w} \Phi_{w}+a_{e} \Phi_{n}+a_{s} \Phi_{s}$
$\mathrm{a}_{\mathrm{p}}^{0}=\rho_{\mathrm{p}}^{0} \Delta \mathrm{~A} / \Delta \mathrm{t}$
$\mathrm{b}=\mathrm{S}_{\mathrm{p}} \Delta \mathrm{A}$
$\mathrm{c}=\mathrm{S}_{\mathrm{u}} \Delta \mathrm{A}+\mathrm{a}_{\mathrm{p}}^{\circ} \Phi_{\mathrm{p}}^{\circ}$
Applying any scheme to solve this will give the values of ai, for instance if the Hybrid scheme is used ,

$$
\begin{align*}
& a_{e}=\left\langle 0, D_{e}-0.5\right| F_{e}| \rangle+\left\langle 0,-F_{e}\right\rangle \\
& a_{w}=\left\langle 0, D_{w}-0.5 \mid F_{w}\right\rangle+\left\langle 0, F_{w}\right\rangle  \tag{16}\\
& a_{n}=\left\langle 0, D_{n}-0.5 \mid F_{n}\right\rangle+\left\langle 0,-F_{n}\right\rangle \\
& a_{s}=\left\langle 0, D_{s}-0.5\right| F_{s}| \rangle+\left\langle 0, F_{s}\right\rangle
\end{align*}
$$

The convection and diffusion fluxes are given by,
$\mathrm{F}_{\mathrm{e}}=(\rho \mathrm{U})_{e} \Delta \mathrm{y} \quad \& \quad \mathrm{D}_{e}=\Gamma_{e} \Delta \mathrm{y} / \delta \mathrm{x}_{e}$
$F_{n}=(\rho U)_{n} \Delta y \quad \& \quad D_{n}=\Gamma_{n} \Delta y / \delta x_{w}$
$F_{n}=(\rho U)_{0} \Delta x \quad \& \quad D_{n}=r_{n} \Delta y / \delta y_{n}$
$\mathrm{F}_{\mathrm{s}}=(\rho \mathrm{U})_{s} \Delta \mathrm{x} \quad \& \quad \mathrm{D}_{\mathrm{s}}=\Gamma_{8} \Delta \mathrm{y} / \delta \mathrm{y}_{s}$
All the coefficients in eqs. (15) and (16) are used for solving for (Temperature, kinetic and dissipation ,.. ), the velocity components are calculated on a staggered grid and there values differ.

## RESULTS AND DISCUSSION

## Definition of Physical and Geometric Parameters

The results to be presented here will focus on the effect of certain parameters, while keeping the others fixed. More specifically, the parameters listed below in dimensionless
form, chosen to represent a cavity that would most likely appear in an electronic system, although not exclusively so, are kept fixed at the following values see $\mathbf{F i g}(\mathbf{1})$ ).
Aspect ratio of the air - filled cavity $\mathrm{A}=\mathrm{H}^{*} / \mathrm{W}^{*}=1, \mathrm{Hi}^{*}=\mathrm{Ho}^{*}=\mathrm{Ls}{ }^{*}=1, \mathrm{di}^{*} / \mathrm{H}^{*}=\mathrm{do}{ }^{*} / \mathrm{H}^{*}=0.8571$ The distance of the center of the sources from the bottom of the cavity is taken such that $\mathrm{ds}^{*} / \mathrm{H}^{*}=0.357$, while on the bottom wall the corresponding distance is $\mathrm{ds} / \mathrm{W}^{*}=0.5$, measured from the left vertical wall. The parameters to be varied here the Grashof number, the number of the sources, and the relative locations of the sources. All the alternative cases will be compared to each other. The Reynolds number is being kept fixed in this work at $\operatorname{Re}=100$, a value representative of the laminar regime , characterizing on incoming flow of a relatively low velocity. For instance, an air flow of about $0.1 \mathrm{~m} / \mathrm{s}$, entering through an opening 2 cm height at $20 \mathrm{c}^{\circ}$ would yield a Reynolds number of the above - mentioned order of magnitude. Higher values of $R e$ have been considered before \{Jalyria 1990\}, and the basic flow in the cavity were not affected significantly as long as $\mathrm{Re} \leq 1000$ The Grashof number is varied in the range $\mathrm{Gr}=10^{3}-2.5^{*} 10^{5}$ and this effect will be presented.
In what follows, as a variation in the Richardson number $\mathrm{Gr} / \mathrm{Re}^{2}$ over the corresponding range $. \mathrm{Gr} / \mathrm{Re}^{2}$ Is a more suitable parameter in mixed convection problems and since the Reynolds number is kept fixed, varying the value of $\mathrm{Gr} / \mathrm{Re}^{2}$ will be equivalent to varying the heat input from the sources. Generally, the Grashof number encountered in electronic cooling are of the order of $10^{5}$ or higher, but in this case, in order to get a more complete picture of the effect of $\mathrm{Gr} / \mathrm{Re}^{2}$ on the heat transfer, the rang of Gr has been extended to lower values.

## Flow and thermal field for steady mixed convection

Fig. $(\mathbf{3}, \mathbf{4}, \mathbf{5}$ ) shows the velocity vector in the enclosure at different values of Richardson number $\mathrm{Gr} / \mathrm{Re}^{2}=5$ and 25 of fixed value of $\mathrm{Re}=100$ and different location of heat source ( LR , LB , RB ):
All these cases leads to steady laminar solution. The flow field shows unicellular pattern at $\mathrm{Gr} / \mathrm{Re}^{2}=5$, but at this value a secondary flow develops due to the buoyancy effects from source R , at the base of the right side wall. At $\mathrm{Gr} / \mathrm{Re}^{2}=25$, the secondary cell becomes bigger and occupies more of the space originally belonging to primary cell. The temperature field ( Isotherm contours, $\operatorname{Fig}(6,7,8)$ ) in the fluid adjacent to source $L$ exhibits the characteristics of a natural convection boundary layer a plumelike pattern of isotherms at all values of $\mathrm{Gr} / \mathrm{Re}^{2}$ chosen while for source R such a pattern makes its appearance for $\mathrm{Gr} / \mathrm{Re}^{2}=5$, source R is shown to be subject to an opposing recirculating flow.
For the same values of Re and $\mathrm{Gr} / \mathrm{Re}^{2}$ as before, the corresponding results for the LB configuration as shown in Fig(4) the buoyancy induced flows due to both the sources are now in the same direction, aiding the recirculating flow. Therefore a unicellular flow pattern is observed at all values of $\mathrm{Gr} / \mathrm{Re}^{2}$, with the recirculation gradually increasing with an increase in $\mathrm{Gr} / \mathrm{Re}^{2}$. Thermal boundary layers are clearly observed over both sources, the BR configuration gives rise to a variety of flow patterns, as seen in Fig(5).
At $\mathrm{Gr} / \mathrm{Re}^{2}=5$, the external flow dominates over the buoyancy effects and the flow field resembles the one generated in a driven cavity. At a higher buoyancy level, $\mathrm{Gr} / \mathrm{Re}^{2}=25$, the buoyancy effects from source B again add to the recirculation of the original cell, while the secondary cell is now due to buoyancy effect from the source R only and is restricted to a region
form, chosen to represent a cavity that would most likely appear in an electronic system, although not exclusively so, are kept fixed at the following values see Fig(1) ).
Aspect ratio of the air - filled cavity $\mathrm{A}=\mathrm{H}^{*} / \mathrm{W}^{*}=\mathrm{I}, \mathrm{Hi}^{*}=\mathrm{Ho}^{*}=\mathrm{Ls}{ }^{*}=1, \mathrm{di}^{*} / \mathrm{H}^{*}=\mathrm{do}{ }^{*} / \mathrm{H}^{*}=0.8571$ The distance of the center of the sources from the bottom of the cavity is taken such that $\mathrm{ds}^{*} / \mathrm{H}^{*}=0.357$, while on the bottom wall the corresponding distance is $\mathrm{ds} / \mathrm{W}^{*}=0.5$, measured from the left vertical wall. The parameters to be varied here the Grashof number, the number of the sources, and the relative locations of the sources. All the alternative cases will be compared to each other. The Reynolds number is being kept fixed in this work at $\operatorname{Re}=100$, a value representative of the laminar regime , characterizing on incoming flow of a relatively low velocity. For instance, an air flow of about $0.1 \mathrm{~m} / \mathrm{s}$, entering through an opening 2 cm height at $20 \mathrm{c}^{\circ}$ would yield a Reynolds number of the above - mentioned order of magnitude. Higher values of $R e$ have been considered before \{Jaluria 1990\}, and the basic flow in the cavity were not affected significantly as long as $\mathrm{Re} \leq 1000$ The Grashof number is varied in the range $\mathrm{Gr}=10^{3}-2.5^{*} 10^{5}$ and this effect will be presented.
In what follows, as a variation in the Richardson number $\mathrm{Gr} / \mathrm{Re}^{2}$ over the corresponding range $\mathrm{Gr} / \mathrm{Re}^{2}$ Is a more suitable parameter in mixed convection problems and since the Reynolds number is kept fixed, varying the value of $\mathrm{Gr} / \mathrm{Re}^{2}$ will be equivalent to varying the heat input from the sources. Generally, the Grashof number encountered in electronic cooling are of the order of $10^{5}$ or higher, but in this case, in order to get a more complete picture of the effect of $\mathrm{Gr} / \mathrm{Re}^{2}$ on the heat transfer, the rang of Gr has been extended to lower values.

## Flow and thermal field for steady mixed convection

Fig. $(\mathbf{3}, \mathbf{4}, \mathbf{5})$ shows the velocity vector in the enclosure at different values of Richardson number $\mathrm{Gr} / \mathrm{Re}^{2}=5$ and 25 of fixed value of $\mathrm{Re}=100$ and different location of heat source (LR , LB , RB ):
All these cases leads to steady laminar solution. The flow field shows unicellular pattern at $\mathrm{Gr} / \mathrm{Re}^{2}=5$, but at this value a secondary flow develops due to the buoyancy effects from source R , at the base of the right side wall. At $\mathrm{Gr} / \mathrm{Re}^{2}=25$, the secondary cell becomes bigger and occupies more of the space originally belonging to primary cell. The temperature field ( Isotherm contours, $\operatorname{Fig}(6,7,8)$ ) in the fluid adjacent to source $L$ exhibits the characteristics of a natural convection boundary layer a plumelike pattern of isotherms at all values of $\mathrm{Gr} / \mathrm{Re}^{2}$ chosen while for source R such a pattern makes its appearance for $\mathrm{Gr} / \mathrm{Re}^{2}=5$, source R is shown to be subject to an opposing recirculating flow.
For the same values of Re and $\mathrm{Gr} / \mathrm{Re}^{2}$ as before, the corresponding results for the LB configuration as shown in Fig(4) the buoyancy induced flows due to both the sources are now in the same direction, aiding the recirculating flow. Therefore a unicellular flow pattern is observed at all values of $\mathrm{Gr} / \mathrm{Re}^{2}$, with the recirculation gradually increasing with an increase in $\mathrm{Gr} / \mathrm{Re}^{2}$. Thermal boundary layers are clearly observed over both sources, the BR configuration gives rise to a variety of flow patterns, as seen in Fig(5).
At $\mathrm{Gr} / \mathrm{Re}^{2}=5$, the external flow dominates over the buoyancy effects and the flow field resembles the one generated in a driven cavity. At a higher buoyancy level, $\mathrm{Gr} / \mathrm{Re}^{2}=25$, the buoyancy effects from source B again add to the recirculation of the original cell, while the secondary cell is now due to buoyancy effect from the source R only and is restricted to a region
adjacent to the right vertical wall, this change in the flow patterns and the direction of the buoyancy-i=duced flow from source B can be seen in the isotherm plots( $\mathbf{F i g}(\mathbf{8})$ ).

## Average Nusselt number Nu:-

Fig(9) shows the relative magnitude of the average Nusselt number $\overline{\mathrm{Nu}}$ at the sources for mixed convection over the corresponding value for forced convection $\overline{\mathrm{Nuf}}$, at different values of $\mathrm{Gr} / \mathrm{Re}^{2}$, can be plotted, as shown in $\mathbf{F i g}(9)$. Generally, the ratio $\mathrm{Nu} / \sqrt{\mathrm{Nuf}}$ increase with $\mathrm{Gr} / \mathrm{Re}^{2}$ except in BR configuration at low $\mathrm{Gr} / \mathrm{Re}^{2}$. In that case, the opposing effects of the external flow are stronger and $\overline{\mathrm{Nu}} / \mathrm{Nuf}$ decreases, first with $\mathrm{Gr} / \mathrm{Re}^{2}$, before buoyancy dominates and an increasing trend is observed.
This behavior was also found in the opposing forced - flow results of $\{11\}$, where the Nusselt number curves crossed the forced convection asymptote as $\mathrm{Gr} / \mathrm{Re}^{2}$ decrease before approaching the asymptote value. The results can be decribed by a correlation of the following form :-

$$
\begin{equation*}
\frac{\mathrm{Nu}}{\frac{\mathrm{Nuf}}{-}} \alpha\left(\frac{\mathrm{Gr}}{\mathrm{Re}^{2}}\right)^{\mathrm{c}} \tag{8}
\end{equation*}
$$

Where c depends on the configuration and the source location and has the computed values shown in Table (2).

Table (2) Magnitude of C Parameter.

| CONFIGURATION | SOURCE LOCATION | C |
| :---: | :---: | :---: |
| LR | L | 0.0518 |
| LR | R | 0.0248 |
| RB | R | 0.2463 |
| RB | B | 0.2391 |
| LB | L | 0.6906 |
| LB | B | 0.1859 |

All these have correlation coefficients close to 0.99 . It can be observed in table above, that in the LB configuration the variation of the Grashof number has a much larger effect on the heat transfer compared to the other two configuration.

## CONCLUSION

A numerical procedure was developed to simulate the laminar mixed convection cooling of electronic components located in an enclosure. Results are presented for the flow field and temperature distribution in the fluid (air ). The numerical method presented is very robust and capable of treating different numbers, locations of heat sources.
In general, it appears that the location of the source on the left vertical wall is the most favorable in terms of cooling. Laminar results are predicted up for up to $\mathrm{Gr}=2.5 * 10^{5}$ for all configurations studied.
The two-dimensional model studied here applies to two or three long rows of electronic modules mounted on either one of two vertical printed circuit boards or on a horizontal board and extending in the direction normal to the plane under consideration. The results from
the various cases studied are extremely helpful in understanding the flow patterns that develop in an air - cooled electronic enclosure and the thermal interactions between the components, this allows for an evaluation of the various alternative placements of the components and selection of the one that leads to the best thermal performance. Quantitative heat transfer result were also obtained and compared to previously existing data for configuration of relevance to the present ones.
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## NOMENCLATURE

| A | Area |
| :--- | :--- |
| a | Coefficient values |
| D | Diffusion factor at control surface |
| d | Vertical distance from the bottom of the enclosure |


| e,w,n,s | Values at east,west,north,south |
| :---: | :---: |
| F | Flow rate at control volume |
| Gr | Grashof number |
| $\mathrm{Gr} / \mathrm{Re}^{2}$ | Richardson number |
| g | Acceleration of gravity (body force) |
| H | Height of air-filled cavity |
| $\mathrm{Hi}, \mathrm{Ho}$ | - Height of the inflow and outflow channels |
| J | Flux due to both diffusion and convection |
| Ls | Length of the heat sources |
| Nu | Average Nusselt number in mixed convection |
| Nuf | Average Nusselt number in forced convection |
| P | Dimensionless local pressure |
| Pr | Prandtl number |
| Re | Reynolds number |
| $\mathrm{S}_{\Phi}$ | Heat source |
| T | Physical temperature |
| $\Delta T$ | Temperature scale (Th-Ti) |
| U, V | Dimensionless horizontal and vertical velocity |
| Ui | Mean value of the horizontal velocity component at the inflow |
| W | Width of air-filled cavity |
| X, Y | Dimensionless horizontal and vertical coordinate in general form equal N |
| GREEK | NOMENCLATURE |
| Ф | Dependent variable |
| $\alpha$ | Thermal diffusivity |
| $\beta$ | Coefficient of thermal expansion |
| $\theta$ | Dimensionless temperature |
| $v$ | Kinematic viscosity |
| SUBSCRIPTS |  |
| i | Inflow |
| o | Outflow |
| h | Hot location |
| C | Cold location |
| * | Dimensionless quantities |



Fig.(3) Velocity Vector of the Flow Field in the Enclosure when the Location of the Heat Sources in the Left and Right Walls:
(A) $\mathrm{Gr} / \mathrm{Re}^{2}-5$ and $\mathrm{Re}-100$
(B) $\mathrm{Gr} / \mathrm{Re}^{2}=25$ and $\mathrm{Re}-100$


Fig.(4) Velocity Vector of the Flow Field in the Eqflesure when the Location of the Heat Sources in the Left and Bottom Walls:
(A) $\mathrm{Gr} / \mathrm{Re}^{2}-5$ and $\mathrm{Re}=100$
(B) $\mathrm{Gr} / \mathrm{Re}^{2}-25$ and $\mathrm{Re}=100$


Fig.(5) Velocity Vector of the Flow Field in the Enclosure when the Location of the Heat Sources in the Right and Bottom Walls:
(A) $\mathrm{Gr} / \mathrm{Re}^{2}-5$ and $\mathrm{Re}=100$
(B) $\mathrm{Gr} / \mathrm{Re}^{2}=25$ and $\mathrm{Re}=100$


Fig.(6) Isotherms Contours in L.R Configuration, for $\mathrm{Re}-100$ and
(A) $\mathrm{Gr} / \mathrm{Re}^{2}=5$ (B) $\mathrm{Gr} / \mathrm{Re}^{2}=25$.


Fig.(7) Isotherms Contours in I.B Configaration, for $\mathrm{Re}=100$ and
(A) $\mathrm{Gr} / \mathrm{Re}^{2}=5$ (B) $\mathrm{Gr} / \mathrm{Re}^{2}=25$.

$(A)^{x-2 x i s}$

( $\mathrm{B}^{x=0}$

Fig.(8) Isotherms contours in RB configuration, for $\mathrm{Re}=100$ and (A) $\mathrm{Gr} / \mathrm{Re}^{2}=5$ (B) $\mathrm{Gr} / \mathrm{Re}^{2}=25$.


Fig. (9) The Variation of the Ratio of the Average Nusselt Number at the Source in Mixed Convection $\overline{N u}$. to the Forced Convection Value $\overline{N u f}$. at Various Values of $\mathrm{Gr} / \mathrm{Re}^{2}$ and

## $\mathrm{Re}=100$

(A) LR configuration. (B) LB configuration. (C) RB configuration.

# STUDY OF THE EFFECT OF VEHICLE DRIVER BEHAVIOUR ON VEHICLE EMISSIONS OF CARBON MONOXIDE AT SIGNALIZED INTERSECTIONS 
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#### Abstract

Considerable concentrations of vehicular emissions at signalized interscotions and strects, in urban area are healh-related issom of corneren to socicty in yeneral. This paper presents an examination for the effect of vehicie driver behaviour on vehicular excess CO cmissions. The examinalion process based on site tibservations. Four signalizud intersecelions in Erbil City whith, satisty the objectives and spaciticulions of this study selected, and the nexessary traffic behawiour and vehicle exljause enission data collected. The traffic data. were collected using viden recording technigue and the Analytical Mobile Gaseous  The requirwd traffic data abstracted from videc play back using EVENT computer program. which provide coded digital represcatation for the requisite traffic activities. The absuacted data stored on floppy disks in the form of digital computes files. These flites prokessed using tomputer programs developed for this purpose to abstract the necessary indiomation from the raw data, Among the oblained traftic information are vehicle data classified according to the type of fuel used into tho ctasses. The finst ciass is gasoline poustred vetricles which consisted or taxis and private cars covering differcnt model year. engine condition and size, type of fuel iejection system, numher of cylinders. These data observed under different ambient air lemperatures. The seecond class is the diesel-fowered vehicles, which consisis mainly of truck lype vehicles. Following the procussing stage. the obtiined data presented and analyzed statistically to evaluate the relationship betwoen driver behaviorr and vehicle excess of CO emission, Anzong leve driver behaviours studied is queuing driver behaviour, which shuwixl reasonably good relationship with the exems CO cmissions. The results of this study are uscful for the Local Authorittes, traffec enginesis sand ramsporition planners j'his is hecause, the obtained resula assist in the adoption of suitable method of intersection coulrol lor the purpose of redaction of CO ensissions and hence, reduce level of this type of air pollution.
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## INTRODUCTION

Ait pollution is a mew set of air pollutants which resule from mobile, industrial, and domesicic abes in utbate scciely(our use of energy) (Al-Jamt (1947)). The usc of vehicles as modo of transportation introdicel a geat service for the hamanily. It played a major role io the development of the economical; political, and social aspects of che hutand life. However, the iturease in the use of vebiele autornobile resulted in problemas to the humanity. The vebicular caissions are one of the major dangers facing the human being life, especially in congtsted urban areas.
To provide an insight into the increase in dependency on velicle use. consider the statistios regarding the grouth in velicle mumber over the years. Table (1), prowides statistics for the number of registered vehicles over the period $1980-1993$ in sombe of the wortd countics. The tata naly suggest that Lraq has one of highest number of yehicles in compurison with the other countries appeared in the Table (1). The implication for this growth is inercasc in fuel conesumplivn. This is indicared by examinalion of the data presented in Table (2), which shows comparisun between firel consumed in transportation for the year 1489. The presented data inficates that Iraq rauked as the hitd country in fuel consumption for transpartetion purposes.
 （Al－Anatic（997）

| Yar |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Comulty | ISMIt | ］198 | 109\％ | ［991 | 1902 | 1143 |
| Behrain |  | 199.1 | 122.7 | 132.0 | 1417 | 152．6 |
| Trag | 3048 | 484.1 | 10209 | 59\％ 5 | J100\％．7 | 1650.8 |
| Junlan | 139 5 | $14 i 2$ | 215．！ | 2.17 .5 | 2m： | 255.5 |
| －1man | Tell 2 | 2293 | 2i49 9 | 2！${ }_{1} 2$ | 2340 | 27.8 |
| Qlatat | 9\％．5 |  | 1918 | 179.8 | 192\％ | 20．6 |
| Saval | 2040.1 |  | 4 4 4 il ： | 5i17．4 | \＄2，28．5 | 56sio |
| Syris | 145.3 | 15.5 .3 | 3297 | $310{ }^{19}$ | 15 n ： | $\% 01$ |
| Yıハ｜⿺𠃊 | 127.7 | S49， | 185 | 224 | x 2.2 |  |

Table（2），Fome ESCWA countrics ranked actordine to the fuel consumed in transportation the end of the ycar 1989 （Al－Ananic 1997）

| Coundry |  |
| :---: | :---: |
| －T．unamur | 185．0） |
| UnE | 185.5 |
| Irsq | 174.3 |
| Libyu | ｜ 42.2 |
| Luxtíntamerg | 152.2 |
| Jurdem | 17.2 |
| USA | 1 12.5 |
| Argentaila | 1072 |
| EEC | 40.4 |
| Rexiof the wxeld | 61.9 |

At present luch consumption is one of the scrious problens facing trafice and environmental
 result from the operations of tadfic movements．This is becuuss of the agreed world wide requirement that certain sitanderds for（c）and odece exlaust gases watenteations be met （Mabomes（1988））to minimize the harndial effect of these chemicals on bamen life．
The most important pollutant gases present in the air of the worlids cilies，namely，sulfiur dioxite （ $\mathrm{SO}_{7}$ ），nitrogen oxides（ NO ）or $\mathrm{NO}_{3}$ ），carhon monoxide（ CO ），and norn－methane hylruvarbons （NMIIC）．Natural sources（exception of weleanese）cmissions du not fluctuate from year to yeir． Man＇s made ernissions，are sicadily increasing us population and indastry expand（Al－fantry（1997））． For CO the figures are 1970－79\％； $1979-89 \%$ ．Thus vthicic CO emissions have heur increasing as a proportion of tulal cmissions，and they have als，been increasing in absolute［emis．Typica］ gastous cxhaust emission contents are listed in Table（3），for gasoline and diesel engines．Fixfaust CO emission artises as a result on incomptece combustion．［t is difficult we achicye complete oxidation in practice so，instead of the prodwels been sinply water and（CO）．Ihere are other products （Case 1982）．

Table（3），Typical exhaust cmissions tor gasoline and diescl engines（Sarnara（1997））

| Emissions | Casulint crgines \％yol． | Diexsel enyiacs \％\％ot |
| :---: | :---: | :---: |
| CO | 4 | －P．1－ |
| HC | $0.33-0.0 .104$ | 9,0040000 |
| N6． | 0．2－0．06 | 0.150 .04 |
| $\mathrm{CO}_{2}$ | 9 | 9 |
| $\mathrm{O}_{2}$ | 4 | 9 |
| $\mathrm{SO}_{2}$ | 0.06 | 0.12 |

Of all vehicle types, petrol-engiae cars atracted more attention in telation to emission sudics and control. The reason is, car numbers more mamerous and polluant than diesel-engine vehicles. In addition car used for personal mobility casicsi to control in comparison with the wother types of the existing total vehicle floet sector. This argument suggest that raffic engineers has room fur mancuver and should noe hasie their evaluation only on measures such as tratfic abciatent rethetion and vehicle, congestion, thelay, number of stops, and speed. The enviroumental imptat issue result lionn whick movement should also addressisel and considerod as a measure of effectiveness of particular imporance when desien and/or improve urban and nual traffic network operations.
To conelade the ahove argurnent, the presented data and diseussion suggest that, there in need for control and regulations to testrain the increabing demand for car ownership and fiel constimption for the purpose of transportation.

## LITERATURE REVIEW

## The Harmiul Liffoct of Transport Gencrated Co Pollutant

Man inhaleis about 7500 litery of air cach day, so lungs and respifatury syspon is in direct contact with whatever harmalul substances present in the air. Cimimucus exposure to low levels could have harmiul physiological effects on buman heings, whercas short cxposure to high levels of CO can be lethal (Singh et, als (1990)). At sutfreiently high concentrations CO can be fatal to hwruans. It uggravates cardibyascular diseases and may impair psychomotar functions (e.g. neaclion time, tepth perception, and peripheral vision).
The adverse health eflects ol CO arr caused by its ability to reluced the quentity of oxygen ( $\mathrm{O}_{2}$ ) that is delivered to the lissucs by the blood and possibly to inhibil the utilization of $\mathrm{O}_{2}$ withia the tissues. CO wornbines with the hemeglobin of the blood wo form carboxy-hemoglobin, bereby displaciag $\mathrm{O}_{2}$ from the hemoghobin molecule und reducing the blood's ability to carry $\mathrm{O}_{2}$ It ata inhibits $\mathrm{O}_{3}$ that is bound to heronglobin (rorn buing released to the tissues (Matzoros ( 1988 )).
In addition to that, CO is une pollutant which produces a chaye in human plysisolugy that can be (hirectly related to concentrations which the subjoct was exposed; blook carboky-hemogiolion ( COH ) can be predicled from atmospheric CO wanentration. CO prinarily affects the cardiovascalur and central nervous system. It can chuse or contribute to yevere cardiovascular damage wr cadden death to individuals with utherioselerotic diseases. Jts putentiai effects on the ecmital nervous system include changes in vigilance, sensury finetion and psychomotor lunction.
 hemoglobin concentrations that can be experieneed by drivers in lieavy leadie. Henoc, there is a pussibility that it impairs driving ahility and. therehy, condrthutes to the occurrence wl tather accidents. Hhe clinical shadiss conducted, bowever, have liund contradictory results, so that the cxtenc to which CO exposure may impair driving abilitios is still not clear (Manzoros (1988)).
Death occurs in hwmans exposed tr cembenataions arould 1000 ppme correspending to blood levels of $60 \%$ c. 0 Ibb, impaired blood function may orcar a! much lower tevels betwicen 10 10 $20 \%$. Reasumable comelation between daily mortality levels and (CO, in addition heart function has been shown to be aitered by elevateJ COHb . because CO blacks the lransport of $\mathrm{O}_{2}$ in the blood stream.

## Comparison of CO Sources

It is estimated that motor ychicles contribute approximately $\mathbf{5 5 \%}$ of the total anthoromgenic. emissions in [S cities. Even in cities like [delhi, wehicnlar traficie significan source of CO. The urban acce of Delini has a high pellution potential during winter especially during November to January. In the U.K. the transperl in general accounts for over $90 \%$ of totel CO emissions and over $\mathbf{2 0 \%}$ of $\mathrm{CO}_{2}$. and ruad trinspori accounts for $94 \%$ of CO ( Singh er. al. ( 1909 )).

## Signal Control Intersections und the incresse in Vehicular CO Emissions

The use of traflic signals at road intersections controls vehicle moventents by allocating time intervals during which separate terdicic demands make use of the available road space. Signat equipotaed and control lechniques hawe cevolved to cope with wide range of intersection layouts and emplex traffic demands- including pedestrians conssing.
One characteriste of the transoor poltutant emissions of major interest to tratic managers, is the fact that they ure very much inlucned by the operating mode of the engine. this, in simple terms, oncans that a vehicle emits different quantities ol pollutanes per unit time or distance, when it tuceelerults, decelerates, idfes or cruises at a steady specd. Matzoros (1988) mentioned it is widely reported in the fiteratare that interfupted traflic flow proklaces more polfulion than fretly moving trallic llow. This is the case of traffic flow at junctions in gencral and signalized interscetions in particutar.
In a number of papers, Patherson and Meyer (1975) has investiguted the use of tratic queving models at sigmatized intersections in an attempt to estimate the non-constant cinission profiles caused by stop-and-go traffic at the stop line. Although suthect to the lisnitations descrited belown, J'atterson's work indicates that the quruing process is a copious sorrce of CO near the stop line. Thus, most CO will be emitsed near the stop line while automohiles are storiped for a red light. The result is that the emissions profile will be sharply fataket at the stop line and fail off rapidly toward
 between stop line and mid-briock.
There are, trowever, some limilations in Patkrson's approach. The queuing model considered absume cither constant or uniformly distributed arivals ber and departures from the quewe. These assumptions are often violated in the fielit lixatuples inclade ight turn on red unprotected left tums, pedestrian bluthiges of leflow riphl-1uming Iraffic. buscs dwelling at near-side bus stop, ath platoons arriyets. The inelusion of such effects requires thuch more comprehensive model as reporteci by Malzoros (1988).
Clageelf ch. al. (1988), measured CO, traffic and meteurology turing a six week period near a signalized intersection at an arterial inlersection in Melrose park, Jllinois, a suburban of Chicago. Anthient air samples were collected in the queue, acceierulion/deceleration and mid-block cruise zones. Messured concentrations were highest in the rone tol trallic queuc and lowat at uld blow, The data indicatcs that CO concentration muly be bigher at urban interscetion than the rearr frowways that have 2.3 times higher traffic volumes.
Mazoros (1988) developula a computer moolel to tackle the probletr ul' stansport air pollution from urban networks. It consists of queuing, emission and ajsipersion mookls and takes vehicle-iperating modes (accilerating, decelerating, and idlling and constant apeed) and their wariable cmission rates inte account. The model was applied wide varying curchitions and it was found that, Co emisiuns and concentration distributions slow the highest spatial yariation than other pollutants.
Ler (1983), used the TEXAS-II mondel in wies of designated experiments to obtain quantitative cstimates of the elfecis of various traflic and intensection Fators on cmissions, fuel consumption. tradje delays and queue lengths.
The TEXAS-It mode: was used to cslinate, with respect to limu and location, the source wi CO , IfC and $\mathrm{NO}_{\mathrm{x}}$ emissions as well as the anownt ol fiel consumed by individualy eharacherized velicles as they pass through an intersection environment which can be deseribod atcurately in terms of its geometric features, traffic convol and lrad]ie stream characeristics. bee woeluded that:

1. Additional moissious and fiel constomption result from interrupted tratic flow on the intersection legs and in the intersection proper, as comparel with uninterrupted flow.
2- Improvements in inlersection geomelry and aratio signal operation general)y moduce cxcess emissions and dacl consumption niore on the inboand intersection lanes than in the intersection pruper or on the outbound lanes.

3- For the pradticul range of cyele times and trafilic volamtes used in the experiment, fonger eycle times cause more emissions and fuel consurnplion on the inbound lanes but less in the intcrscetion proper.

## DATA COLLECTION

J'he selection of indersections for the purpose of this stuty is critibath, ws there art variens conditions (c.g. geometry, traffic and timing) which sireetty atfect the local traffic operationt in under to fulfil the objectives of the data colloction, it was necessary th, collect statistically sufficient and represcontalive data, which should represent a range of vehicle flow, signal timing, amd intersection peometry and vehicle etruissiuns.
To achieve the above objectives, it was necessary to culluot date athout drivers' behavior during the various aspects of the signal cycle urnd the hours of the day at different intersection iocations and geometric. This is to alluw for the impact of these parameters on driver behavior to be observed. It was also necessary to coltect data aboul the taifpipe emissions of different types or vehicles (diesel and petrol and private and taxi) for different transient modes (iding, acceleration and doceleration). The observer dara may be summarized as below:
1- Vebicle data
2- Sizasal data
3- Intersection and roms luyout duta
4- Tailpipe ernission data
Four inlarscetions, which satisfied the requitements of this stady and representirg a range oi locational, vehicle and signal timings on Kurdistan ring wad in the cily of Erbil. were selected. Jraffic at the selected interscctions was controlled by uncourdinaled fixed time signal plans. At the abscred interscetions there was no signal eonlrol on right tum traflit muvernenl. Table (4) presents some of the main tratio and geonetric claracteristits of the four sclected intersections.

T'able (4). The main trattie and gtometric features observed at the selected sites

| Iters | mescription |
| :---: | :---: |
| Roadway system | Two-wuy siray |
| Type af trafic contral | \| Prelimed control |
| Otheserved rumpe of cycle time | 70-80 seconds |
| percenlaye of husts | 0.5013 perceen! |
| percentige of trucks | 6.5-9.5 perceat |
| Condition of pavement marking | Yo markiag |
| Cirade percent | 4 |

The data collection made duritg the jeriel 7:30 A.4 to 8:30 AM. This is because the ohserved levels of traffic activities during the moming peak perickls produce data, which is statisicically mearingfud. In addtition to that, the ciata codlected in sessions of one-buur duration for cach intersection in days of good weacher conditions during the spring of the year 1959.
The video recorded data ware as listed below:
]- Signal timing data.
2- Vehicle arrival datr.
3- Vehicle departure datu.
4- Incidents that could alleed the observed isted as ahove data-
Lare and approach widths were measured manually using lape measurement at the stop line of each approach to ublain the accurate width. Whie the signal phasing was obtained using a stopwatel to mearure time duration of the plases at site whon it pars not possible to get these jinformation from the video recording.

Data abstractions were based an tessions of 30 -minute neriods of repordcal data, When the vidcotape was replayed for a period of data abstraction, the sourd signal was used as a reference point tor all data sets. this somond technique is useful and essential to cossure that as lone as there is need to teplay the recording of one session to abstrate all the required data, the abstraction process start and finish at the satere poinls in time. The recorded datis were abstracted using software developed jig perswant computer.
The data abstraction process is majnly athitived with the aid of a computer progem natmed $\ddagger$ VENT developed by Ad-Neami (Z000). The program was developed using C-latoguage. The accuracy of the abstracted traftic dale using this program is aloout up to 0.01 second.
Using the developed computer programs the ubslacted data from IV|XNT liles were processtet. Thuse prog: ams calculate the given belos traffic parameters:
1- The time houdway between successive arriving vehicles.
2- The time headway betwese suecessiye departing vetbicless in quelae.
3. The travel time for sucecssive departing vehiclus in quelue.

4- Saturation flow tatan were culculalest hy taking the reciprocal of the averags headway.
5- Catealates the frexpecncy distribution of the video observed departure and arrival heardways
6 - The average video observed delay of an uppruach.
7- Duralion of video observed data session.
8- Vehicle arrival and departure flow.

## Remark

It shouldt be noted that not all listed as above data used in this pajer.
The link speeds data diur the links between the surveyed intersections were measurud by obscrvations made from a mowing welicle suring the moming peaks. This is hecsuse this method is efficient and practical, and is particularly sutable when a general evalualion of traffic conditions on a nelvork of streets required (MeShane and Recss (1900)).
The observers in the test car made a numher uf test gins (at icast 6) tor each link and they rocost their jobrney limes, coum opposing trallie, and kecp a tally ol overtaking and overtaken vehuches. From these observations, the mexun spoeds and numbers of vehicles passing along a street can be obtained for all clasess of selected wehicles.
The vehiele wroission data were collected using ANALY'TICAL. MORILE GASBOUS limbsion CART P 8334. The nhserved samples were 100 diesel engine buses and trucks, and owo gasoline cars were lesturt at ambient temporature between $20-25^{\circ} \mathrm{C}$ for transient modes (idting, wecelcrating and develeraling). Most of the vehicles were at cold stant situation.
In this research, the inlention was to produce lypical cmission walues for the existing vetricle tralific composition in. Erbil City. Therefore, the absurved venicles wert mostly of moders in the range of 1975-1996, with kilometers traveled ketween : 00000 and 406000 knn at the time period of surycys. A few ulder models with higher milugge wehicles also intuded in the survey five the observed datad to be representative.

## PRESENTATRON AND ANALYSLS OF OBSERVED DATA

 statistical package. The traffic parturecors analyzed are these of driver bulaviour which initailly arssumed to have an effect on anturnat of ear exhaust emission.

## 

The idle vehicle smission data obtained by direct measurement of CO and IIC enission from the velhicle exhaust. Emission data lior the modes of vethele operation oblainet fom the condinsed surveys of moving car methow. Achjeved results of fals eollection ol the observed vartous muyes of vehick operation presental is Table (5).

The jitle vethicle emissions data, used in the unalysis of the effect of triver perception-reaction behaviour on air pollution at the anset of green for vetticlus. linnission data for dynamic cande of vehicle operation used in the analysis of driver behaviour durigg intergreen periobs in relation to ain froflution and in the development of emission models for vehicie queuc and delay. tixamination of the presented datat indicates that on average, kincmaties and dynamere moseles of operation of gacolite ergine whicles have the highest 6 O gad HC emission rates.

Table (5), Observed CO and HC cmission data

| Orermting mode | $\cos$ HC Emissions (* 10 - gisec) |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Gakuline vehicles |  |  |  |  |  | Diescl Vebicles |  |
|  | Faxi Cars |  | Privale Cixrs |  | Average |  |  |  |
|  | CO | HC | $0 \cdot 0$ | 1IC: | C) | HC | 80 | HC |
| $\begin{gathered} \text { Cruise } \\ \{50 \mathrm{kPh}) \end{gathered}$ | 37 | 1.1 | 36.7 | 15 | 36,9 | : 9 |  |  |
| Deceleration ( 5 (J) 0 ) kjph | 147 | . 18 | 142 | 37 | 145 | 37.6 | 11* | 3* |
| 1dk | 134 | 17 | 1.31 | 16.6 | 132.8 | 16.8 |  |  |
| Actelerution (0-50) kph | 139 | 28 | 136 | 27.1 | 137.8 | 55.7 |  |  |

* FOR ALL OPERATINS, MODES


## Observed Effect of Driver Bebayionr on Vehicular CO Emissions

## Uriver startine delay time behay itur

Driver slarting delay defined as libe time lay between the start of gicen indicalion for stopped vehicles and the muvement of first wchicle ith qutuc. This time lag depends primarily on waitiry driver perception . reaction time. Tible (6), provides a sumatry for the results of the descriptive statistical analysis perfurmed. The obscreed data cuvers the behaviour of 1986 driver. [? presented statistics indicates the existence ot substantia! difference in perception-reacifon (imes among the ohscreed drivers as may be ittlerred from the range of the data.
The ohtained data presented glaphically in Fig.(1). Ihis figurs is a scatter plon used to cxamine the telation be:ween starting debly and the excess vebiealat Co enissions. The presented data suggest that as the starting delay incruase the excess vehicular co emission increase. This trend may be attributed for two reasons. The first is that the percegtion component of the slarling delay timte insreases the idling titue of the vehicle engine and hence, the CO emission. The seoond reason attributed to the reacison - action tince component of the starting delay behaviour.

Table (6), Resules of descriptive statistical analysis or the obscrved slarling delay hehaviour

| Sample $\$$ ize | Minimums | Mnsimum | Mirun | Standard stevintion |
| :---: | :---: | :---: | :---: | :---: |
| 1985 | 0.22 | g.al | 2.13 | 1.14 |

During this tink interval the driver change his vehiche state from kinematies to moving condition to cruss the stop-line. This has the implication of increase the excess CO crassion as a tesult of the dilferme in time betweem the two modes of vehivle condition of itling and novidy all constant speed hefore passing wey the stop fine.


Fig. \{ $\}$, Elfect dif ohserved mean driver starting delay behaviour pr texcess ( CO emission
Based on the above obtained result and argumen, it is clecided to examine the distribution off obsersed drivers starting delay twhaviour. The obtained distribution presentect in Fig. (2), in the form of a stendardized frequency polygon.


Fige.(2). Ohserved standardized frequency distribution of driver starting delay behaviour The shape of the froquency polygun supgests that the abserved driver lehaviour skewed to the rizht. This indicates that the majority of drivers bare starting delay times grealer than the observed mean value of 2.1 is seconds. This conclusion is consistent with the observed tamge of sturline delay values presentex in Table-6-. However, it should the noted that driver behaviou is not the only factor which contribute to the mean sturting clelay value. Type nt vehicie has also an effect on starting delay value, An indication to this can be found by cxannination of the data presentext in Table (7)below. The presented data indicate that passemysur wand truek-trailer type of velricles have the lowisi and highesi mean starring delay of 1.692 and 3.953 seconds respectively. The reason tor this substantial difference is attributed to the variation in kineniatics chatateceristics henceen vehicles.
lable (7). Obscrved mhan starling delay vaiues lar different byer ol vehicles

| Typs of ruhick | Mean starting delay | Olueried sample size |
| :---: | :---: | :---: |
| Mixed trafic | 2.129 | 1985 |
| Pasmenger car | 1.ti92 | 1497 |
| Mini bus | 3.005 | (6) |
| Nomal bua | 3.18 .5 | 36 |
| Truck | 7.074 | 47 |
| Iruck-4raltar | 3.953 | 20 |
| Tractor | $\because 1514$ | 7 |
| Total | 3648 |  |

## Average vehicle quitue length

The number of vehicles waiting at the commencement of green is ustually referred to as vethicle queue length. This number depends on traffic tácitors such as vebicle arrival flow, satwration flow, phasing, cyele time and duration of red indication. The time required for vehicke quede to distharge has a substantial effect on the excess sehicular $C 0$ emissions. The increase in queue length can cause an indeabe in excess yehaculder CO emission. An indjeation to this can be furnt by cxamination of the data presented in Fig. (3).


Fig. (4). Efleel of average vehicle queue length on excess (?) emissions
This is attribuled tue two major reatons. Firsily, an increase in the queue length means increase in the number of CO ereitters, and hence, in the amount of CO gis. Sectundy, an increase in quene length result in an increase in the time tequined Jor vehitles to dissipate during green. This bas the implication of iraceake (O) emissions white quening vehicles are in ide, kinematics ind dynamic moxles of thovernent.
By contrast, vehicie queuc length can result in decrease in vehicle discharge headway with the incrcase in vehicle position in queue. Ar indication to this can be found by observing the data presented in Table (8). As a consequence of this driver behakiour, it is possibic to argue that whicle CO emission decrease with the increase in velicic queuc length. This deverase in vehicle dischatge headmay with tre increase in vehicle position ita youe can be atcributed to the decrease in driver perception-reaction time. This dectease pan result from the possible impart ol quening tione on driver.
However, the resulant eftee of vehicle quese length is that CO emission increaze with the increase in the average yuene lenglth.

Table (8)-, Liftect of velicle position in queue on vehicle discharge headway

| Vchiele pusilionn in gueur | 2 | 3 | 4 | 5 | ¢ | 7 | H | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dischariche headway | 2.53 | 2.45 | 2.35 | 2.22 | 20] | 1.85 | 1.65 | !. 70 | 1.32 |
| Total | 188\% | 1695 | 1315 | 885 | 500 | 229 | 71 | 15 | 3 |

## Persent Stepped Vebicics:

As the percent stropped vethicles increwses the excess velucular CO enission asso increasc. This is clear in Fig.(4), which is a soater plot of percent storpped vethiches and the excess veliceular (O)
emissions. The reason may be attributed for fact that as the percent stopped vehicles increases the idting, accelerating and decelerating times incresest and the constant speed time decrease. Hence, the differcnce in CO emission mates between these modes namely the excess CO emission increase with the increase in percent stophed velicicles.


Hig.(4), Effoct of porecnt stopped vehicles on vehicle excess ('O entissions

## Briver end last lime

The umber signtl indication period folluw the green signal used to provide the driver with a safe transition tuterval before the signal change inle red. Thertfort drivers arriving during this interal lace the situation of either decelerate to stop the vecticle before the stop-'ine or continue movement and accelerate if necessary to cross the intersection arca before de conmencerient of the red sighel. The choice of the proper action can vary between drisers. The end lisi time delinete as the undusel portion of the anfiber interval resull from the belaviour of thase alrivers who choose to stop diaing umber.
The effect of end lost time on vehicular ( 0 ) eminssion is similar to that described for the effier of wehicle starting delay. that is CO emission increase with the increase in weficle end kest titace. Indication to this trend can be found by examination of the data prusected in Fige(5). This trend in the data can be attrilusted for reazons simalar to that described as above in the section of effect of driver start lost lime en execess CO missions.


Fig. ( $\$$ ), Observed effect of driver behaviour during ember on CO emissions

STIDY OF THE EFFECT OF YEIIKLE DKVEK BEHAVIOLK

Driver hehaviour during amber is further examined by observation of the efleet of time since stirt of amber on driver decision. Result of the statistical analysis made presented praphically in Hig. (6), in the form at a standardized ficquency polygon. The presented data indicate that the majority of the obscryod drivers pass over the stop-line when they arrive during the lirst 1.5 seponds following the start of amber. Whowever, this behaviour wary with the lype of yehicle obscrect. An indication to this variation can be seren by texamination of the data presented in Table (9).

Table (9), Observed variation ulatnber mean line uscd by veficles with type of vehicle

| Type to vehirle | Olsyerved No. of wehieks | Mean time used by vehicles stnce start of ander |
| :---: | :---: | :---: |
| Passenger car | 644 | 1.16 |
| Small trucks | 53 | 1.46 |
| M.isj bus | 42 | 1.20 |
| Norimal bus | 39 | 1.52 |
| Large truck | 14 | 1.65 |
| Tractor | 8 | 1.34 |

In gental exeess CO emission increases with the increase in end lost time and the majorty ot the ubserved drivers pass over the stop-line when eliey arrive during the first hall of the arnber perioul.

ligg.(6), Variation of excess CO emissions with the asel time by vehicles since sturt ol amber

## Concludiby remarks

The oblained results of this research work sumansized as below:
1- Transient modes have sulbsimitial ej]iel on CO emission rates, with decelerating morte having the bighest CO emission rate. This conclusion is in agrement with that reported by the prasented litcrature.
2- Gasoline powered vehicles ernit hightur ptreentages of co emissivns than diesel powered vehicles.
3- The oblained amission rates are based on the observel driver behaviours and vehicte ypus. It is rather undikely that different vebicle campusitions would prodace similar tesults.
4- High driver precipitation-reaction time values, can result in an itherene in wehicle excess ( 0 ) enission ratcs.

5- Vehict average queve length has a considerathe effect on velicle exers CO unissiens, which increases with the increase in sverage quebe length.
6* improve vehicle movement during anher puriod can restilt in reduction in the excess con emissiors if salfely can be maintained.
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#### Abstract

This work'r conceramed with introdecing new methods and techuigues tor the projects management in consirtuction industry. This rescarch suggest tiat the Irugi enginecring staff, who work in construction sector, have a pome knowlatge about the subject of Decision Suppurl System (D.S.S.) in spite of that this subject have a wide uses in ennstrucion companies in the world. So the reseurcher presents this study to introduce und to increase the knowledge about the concept of Decision Suppore Systeni. This research consust ol the questionmaire process for conserution rympanics, then the rescarch use the questionnaite tosults in building a proposed Devision Soppont System, also the questionnaire process indicate the celation between the decision structure and the organisaliormal levels. The resulls obtained from the questionsaire process shows that there is a requirement for Decision Support System in enst controd decisions support. So the researcher build a Decision Surpart System for cost control process which can be used by the planner and estimalor for differcnt types of projects. The researcher ulsw applics and evaluates the groporsed system in some fraqi construction comparies. The application and evaluatiun proress reoommended the nexis far applying the Decision Suppori System for project management in wintruction comparties.
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## INTRGDEICTION

When ever a decision is made, one of the proposed adremalivess is thosen. Future activity ficised on this chosen alternative uses time, moncy and otber nesource, and excladen any efforts on the alternatives rejected. Thus, if a poor choice wiwi made aud later detided to fuvise the decision, all the incervering time is lost and expencilume are, for the most partics. This all decisions comment tie decision makers and other parties related for turther elfarts to make better decisiuns.
Successlial project management dejenchs on the ability to make gemid decistons. The ability to laake good decisions depends on the avaitability of timely, aceutele, and organized intorthation in the right format al the right time. To haudle swish twik, projeel managers, should use a proper planning und managenent system. Ont of these systems which has receivel considerable artention in the recent ycars is the Decision Stpport System.
in spite of that construction industry buraled and develoned from dhousands of years, but it is still less organized and controlled as compare with other industres (t.g. Manufacture industries). Alsor construction indusiry tonsists a lot of decision making with uncertaintice siotations.
To work in sueth environment and to increase the project organization and comprol, in construction indusitry, many rescarchers working in the construction management lield began highlighting new teciniques and methodx to achieve this targer.
From this starl point the idea of making this sterly have been crystalfized to show Decision Support System as a modern methad used in projoct planning and conterk, also, to show its busie coneepts, to :dentify its lypes, to tind arcas in project management working with joteision Support System. Then, this study derives results and recommendations that develop and support this methond in project management.

## DEFINITEON OF DECISION SAIPPORT SYSTEM

Decision Support System can be detimed as "An organized collectisn or people, procedure, suftwarc, datahase and devices used to provides support in three main calegorilss; data coliection, annlysis of models and prescntation to lelp in ataking decisions".(Post and Anderson 200t; Stait and Georgy 1997)

## DECISION SUPPOR'T SYSTEM OBJECTIVES

7 here are six major objectives oll D.S.S. which are (lurban 1988).
1-D.S.S assists manayers in their decision processes in semini-structured (or unsinucturcd) tasks.
2- D.S.S support talher ham replace manageriad judgment.
3. D.S.S improve the thicetiveness of the decisions, not the efliciency with which decisiuns are being made.
4-It ineorporates data and models, as well ass. other analytical technieques.
5-It focus on features that make lhern casy to use by non-celhnical users in interactive mode.
6-It cmphasize flexibifily and suluptability to make uet:ommodate changes in the environment and deceision making approtacte of the user.

## TKPES OF DLCISION SUPPORT SYSTEM

There are seven type of D.S.S as Jollows (Mallach 2006).
1-Fite drawer systems: -
Altow immediate aceess to data jtens.
2-19ula urnlysis systeris: -

Aliow the manipulation of data by means of uperators tailored to the telsk and setting or operates or general nature.
3-Analysis information systems:-
Yrovide acecss to a series of chatabase and small mustets.

## 4-Accounting models:-

Calculate the consequences of plamed actions on the busis of accounting definitions.
5-Representational modets:-
Estimate the consequences of action on the basis of models that are partially non defintitionul.
6-Optimization systems: -
Provide guidelines for action by generating the optimal swiletion consistenc with a set of constrainas.
7-Suggestion systems: -
Perlionn mechanical work leading to a specific suggested decision for a fainly structured ask..
The first three types are data-oriented whitc the rerazioing Four types are inodel-vrienled as shown in Fig . (1).

fig (t) The seven types of decision support systern (Matlach 2000).

## THE QUESTIONNAIRE PROCESS

The questionnaire fiom is desiged for the mogesses in project management and to achieve this goal the researcher coployed the processes included in the Specification of the Jalempational Organization of Standardization (1SO loknos) down the title "Quality manazernert -Guideline to quality in project management", because this specification involves all the prepesses and activities in project management.
There main two largets of the questionnairt process is to invesligate the process in project management that requires a D.S.S to ledp in dealing widt its deceision and indicate the relation between the decistion structure and the organizational level.

## TIIE RESEARCH SAMPLE

The research sample represents the andior dactor that the quesijonnaire success depends on the success of selecting them. The reseurth sample represents the tool olhat tells us the infortmation vie need from the field of engineeriag wions. The research satnple consists of individwals working in luur enginecring fields (planning atd scheduling- estimating and pricing, designing and consuruction), because many decision appear in these field in cinsitruclion projects.
$\qquad$
The fesearch sample involves (25) indivituads who working in construction empanies and have expricnce in the engencering fields lisling above. The nesults of che questionnaite process are as shown in Table (1) through Table (i1) below.

Table (1)

| Process | Intportance | Top mandgemeni | Middic mandyetnent | Oferational <br> management |
| :---: | :---: | :---: | :---: | :---: |
| Strategic | $4 / 25=16 \%$ | $25: 25=100 \%$ |  |  |
| Interckpendency mankigement |  |  | 24:25=965 | 1/25-4\% |
| Scope related |  | 18/25.72\% | $7125=28 \%$ |  |
| Iume related |  | 5/25 201\% | 20:25 $\times 10 \%$ |  |
| Cont related | $18 / 25=72 \%$ | $6 / 25=24 \%$ | 19:25-76\% |  |
| Rusource related | 2/25 8\% | 1,25-4\% | 24,25=96\% |  |
| Persoral rakted |  |  | 2/25-8\% | 23/25 92\% |
| Comernurication related operational |  |  | $3 / 25=12 \%$ | 22:25=88\% |
| Risk related | $1: 25=4 \%$ | $2 / 25=6 \%$ | 2325-88\% | 1/25 4\% |
| Purchasing related |  |  | $23 / 25=92 \%$ | $2.25=8 \%$ |

Table (2) The Sirakestic Process

| Process | Structured | Scmi-Structured | L'in-structurel |
| :---: | :---: | :---: | :---: |
| Strategic |  | $5 / 25=2(6 / 4$ | 20/25=80\% |

Table (3) The Interdependency Process.

| Process | Importaice | Structured | Serni-stuctured | Un-structured |
| :---: | :---: | :---: | :---: | :---: |
| Project initiation and plat development | 19\%25-76\% | $20 / 25-80 \%$ | $5: 25=20 \%$ |  |
| Interaction maragemment |  | 6i25-24\% | 18120 $-72 \%$ | 1:25:4\% ${ }^{1 / 4}$ |
| Change แлख configuration masagement | $6 / 25=24 \%$ |  | $7 / 25=28 \%$ | 18/25=72\% |
| Closure |  | 22225858 | $3 / 25=12 \%$ |  |

'I able (4) The Resource Relaled Precess.

| Process | 1mportance | Structured | Semi-structured | Iin-siructured |
| :---: | :---: | :---: | :---: | :---: |
| Resuurce planuing | , 9125-36\% | 4/25-16\% | $21 / 25=84 \%$ | - |
| Resource comitul | 16/25=649\% | 19\%25=76\% | $42516 \%$ | 2/2.5 81/6 |

Table (5) The Scope Kelated Process.

| Frucess | Importance | Structured | Semi-stutured | [in-structured |
| :---: | :---: | :---: | :---: | :---: |
| Conccpt development | 4/25-16\% |  | 5/25-20\% | 20125=80\% |
| Suapt develupment and control |  |  | 8/35-321/4 | [725 68\% |
| Activity definition | 4/25 16\% | 3/25=12\% | $2225=88 \%$ |  |
| Activity Comitel | 17/25.68\% |  | 26/25-84\% | 4/25-16\% |

Fitble (6) The lintu Relatepl Process.

| Procers | Importance | Structured | Sersi-structured | Uัn-structured |
| :---: | :---: | :---: | :---: | :---: |
| Aclivjly dependency planning | 6/25 241/n |  | $19 / 25=76 \%$ | $6 / 25=24 \%$ |
| Duation extimation | U/25 4\% |  | $23.25=92 \%$ | 2i29 1\% |
| Schedule developiturut |  | $9: 25=36 \%$ | 16/25. $64 \%$ |  |
| Stithedule conitrol | $18 / 25=72 \%$ | 6:25-24\% | 18/25=72\% | ]/25 $/ 2 \%$ |

Table (7) The Cost Kclated Process

| Process | Itipurisnee | Structured | Serni-structured | Un-structured |
| :---: | :---: | :---: | :---: | :---: |
| Cost estimation | 12/25=48\% |  | 2L/25 $=84 \%$ | 4/25 $=16 \%$ |
| Budgeting |  | 2/25=8\% | $23.25=92 \%$ |  |
| Cost conter | $13 / 25=52 \%$ | 1/25 ${ }^{4} 4 \%$ | $23 / 25=88 \%$ | $2 / 25=8 \%$ |

Table (8) The Personal Related tracess.

| Prucess | Jompuriance | Structured | Semi-xitructured | Un-stnictured |
| :---: | :---: | :---: | :---: | :---: |
| Organizational detinnition | $17 / 25=685$ | $\begin{aligned} & 25 / 25-10 t\} \\ & \% \end{aligned}$ |  |  |
| Statl alncalion prupess | 2/25-8\% | $3 / 25=1 / 24$ | 23/25-88\% |  |
| Team deveiupmen | $6: 25=24 \%$ | 24/25 $/ 276 \%$ | $1: 25-4 \%$ |  |

Table (9) The Communication Related Operalion Process.

| Process | smgotence | structured | Scmi-structured | Un-struptured |
| :--- | :--- | :--- | :--- | :--- |
| Communication planning | $1 / 254 \%$ |  | $25 / 25=100 \%$ |  |
| Informalion manabement | $23 / 25=92 \%$ | $5 / 25=20 \%$ | $20 / 25=80 \%$ |  |
| Commentication Control | $1 / 25=4 \%$ | $19 / 25=76 \%$ | $6 / 25-24 \%$ |  |

Tuble (10) The Risk Relatad Process.

| Process | Importance | Stnuctured | Serni-siructured | Un-stractured |
| :--- | :--- | :--- | :--- | :--- |
| Risk identilication | $3 / 25=12 \%$ |  | $8 / 25 \cdots 32 \%$ | $17 / 25-68 \%$ |
| Risk cstimation | $21 / 25=84 \%$ |  | $3 / 25-12 \%$ | $22 / 25=88 \%$ |
| Risk response developmenc | $1 / 25-4 \%$ | $1 / 25=4 \%$ | $18 / 25=72 \%$ | $6 / 25-24 \%$ |
| Risk control |  | $16 / 25=64 \%$ | $9 / 25-36 \%$ |  |

Table (13) The Purchasing Relared Process.

| Process | Importance | Structured | Semi-stuactured | Un-structured |
| :---: | :---: | :---: | :---: | :---: |
| Purchasing planning and control |  |  | $4 / 25=16 \%$ | 21/25=84\% |
| Requircment documentation | 5/25 $20 \% \%$ | 22/25=88\% | 3/25 $=12 \%$ |  |
| Subcontractor evaluation | 2/25=8\% |  | 1:25=1\% | 24/25=96\% |
| Subcontracting |  | $2.3 / 25=92 \%$ | $2 / 25 \cdots 81 / n$ |  |
| Contract controi | 18/25-72\% | 10/25 $=40 \%$ | 15725.60\% |  |

## THE QUESTIONNARE RESULT

1- That regarding the process or activity that nceds a D.S.S. to help in solving ils problem. The result shew that ( $72 \%$ ) of the respondents confirmocl that the cost retated process nema a D.S.S. in dealing with its decisions.
2. that regarding the divisions of the process selected (the cosl related). The result showis that a $(48 \%)$ of the respondenta agroed that the cost estimation nood a D.S.S., while (52\%) of the respondents agreed the cost control necd a DSS in dealing with its diveisiorts. So it's recommended des aloping a D.S.S. to thetp in making decision for both cost cstimation und control.
3- That regarding the organiation fevel and for tbe jroject management process and the type of structure for cach division in the processes the resuit is summarized in Table ( 12 ) below, Most of the results agreed with the theorics listed in the review of literaturc. that's didn't mean ( $100 \%$ ) of agreement, but more than ( $70 \%$ ) in most cases, because there are many interactions between the processes as well as between the organication levets. But the main goul of this result is to give sun indication about the relationstig between the orgarizational levels and bype ot stucture for the processes.
4. [n Tuble (12) belew, there is a mismatch some between pmeesses and the organiculigotad level perlomed it, like in (Scope related and lime relatea processes). Table (12) indicates that these processes performed by lop Maragement, hut actually, these processes performed by Middle Management. This may be celated to the inieraction between some processes in project management as well as between the persons who performed these processus. More of that there is a misunderstanding may happen foty the auburity and nespunsibility for sume respondents of the questionnaire, and that may gives a misicading answers that gives incorrect results.

Table (:2) The Relationship Betwien the Orgamizational level and Type of Structure for the Pmjext Mantayenuenl Processes.

|  | Opcrational <br> Management | Middle <br> Маниgement | Top <br> Mansgemtst |
| :---: | :---: | :---: | :---: |
| Structured | *Organizational Structure definition <br> *Tean development <br> *Communjation control | *Project initiation and projicet plar development <br> *Kesource control <br> *Risk watro] <br> *Requirement <br> Atocumenalation <br> *Subcontracting. |  |
| Semi-structured | *Staff allocation process *Communication planting *Infommation management |  <br> *Cost estimation <br> ${ }^{*}$ Bundgeling <br> *Cust control <br> *Resourte plannipg <br> *Risk <br> developmeat <br> *Contruct canimil | ${ }^{*}$ Activily definvition <br> *Activity contrul <br> *Activity dependency planning <br> *Duration cstination <br> *Schedule development <br> *schedule control |
| Un-structased | . | *Change contiguration matagernent <br> *Risi identification <br> *Risk escinationt <br> "Prathasing piawning and control <br> ${ }^{2}$ Sub contractor evaluation | *Stralegic process <br> *Concept developmrent <br> *Soope developtnesl and control |

## BUILIDIN: PROPOSED D.S.S. FOR COST CONTROL PROCESS

According to ISO 10006-Claus (S.6.3) "The information needed tw ensurc the timely release of funds should be made uvailable and provided as imput to the resource control process" after readiag this statement, it can be uidenstoket that the cost control showld provide an information ahout the amount of modey reguired in cyery stage on the project, as well as, compare the amount of fonds spent on the project in every stage with similat projects implettertion in the past. 1 his comparison be drailable when use the cash llow forecasting fer the project. The cash flow will provide regular payments.
represent the cxpenditure of the projech, and by making use of these data which had been documented in the companies for the projects implemonted in the past, the estimator or the planner could compere the amount of money expend for constructed project with a sinvilat type of project, accomplishod in the past, or he could calculate the required atoment of money fer the project in the next paymunt.

## OVERVIEW OF THE SYSITM

The main idea of the syatem (program) is to wollect the data, which represented by the cash flow for completed projects, and then culculate the maximun and the minimump percentage of cxperditure for the projects with the same type of the requited projech which represented as a percentige from the tutal wost. For cxample: if the total cost of a proiect equal to (100000010 l.D) and the cxpeneiture at ( $70 \%$ ) of completion equil w ( 65000000 I.D) then the percentage of expenditure af ( $74 \%$ ) equal tof $65060000 /(0000000=65 \%$ ]. This percentige represents the result of the data lior on progece, so the progran vill repeat this prowess on the other data of the projects with the same type (for example sebmol projects) and then calculate the maximun and the minimum petcentige for all project of the same type in the datahase. Fig (2) through Fig (b) sthous the windows tor the proposed system.


Fig (2) The main window for the proposed systern.


Fig (3) Input datu window for the propased system.
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Fig (4) Entering payments window.


Fig (4) Payments Vcrifying window


Fig (5) Information entering for the repert.


Fig (6) Out put of the proposed system.

## APPLICATION OF THE PROPOSED SYSTEM

The purpose of application the system is to examine the efficiency and verify the performance, also to detect any error, defects, difficultics that may face the users through their application of the proposed system. The application process is carried out on different projects in three state companies related to the Ministry of Rehabilitation and Housing which are:
1- Al-Farooq General Company for Construction Contracting.
2- Asuour General Company for Construction Contracting.
3- Hamorabi General Company for Construction Contracting.
The application results is as shown in Fig (7) through Fig (11) below.


Fig (7) Application of the proposed system in Hamorabi general company (Bridges projects).


Fig (8) Application of the proposed system in Hamorabi general company (Roads projects).


Fig (9) Application of the proposed system in Asuour general company (Bridges projects).


Fig (10) Application of the proposed system in Asuour general company (Roads projects).


Fig (11) Application of the proposed system in Al-Farooq general company (University project).

## EVALUATION OF THE PROPOSED SYSTEM

The proposed system evaluation process should take into account operating the system belore an open discussion connected with and during the presence of specialized person concerning with this type of work. This process performed in three companies, which the researcher collect the data of application the system from it (Ashour, Hamorabi, and Al-Faroog construction Contract Companies),
The evaluation process consists of ten persons, from the three companies, having experience in planning and cost processes. The evaluation form distributed to the individual to get their opinions, comments and recommendations about the operation and the feasibility of the proposed system. The evolution questions and the answers are summarized in Table (13) below.

## THE EVALUATION RESULTS

The answer of the evaluation questions shows the following:
A- The proposed DSS is very good in collecting and entering the data and that give an indication of a very good user interface with the system.
B- The proposed DSS provide a very good assistance for the planners and the estimator.
C- The proposed DSS provide excellent information for the user.
D- The proposed DSS have a very good role in cost control process.
E- The answers agreed that the accuracy of the information provided by the system is very good.
F- The proposed DSS have a very good importance for the three companies.

## CONCLUSIONS

1- The procedure followed in lraqi construction companies, by the financial department and planning and follow up department, haven't the ability to play the actual role in cost control
2- Three is a mismatch between the authority, responsibility and the functional position when making managerial decisions.
3- There is lack of documentation process for management activities, especially, that related to the cost control and cost estimation.
4- The evaluation result of the proposed Decision Support System shows that the importance of implementing such system in construction companies.

Table (13) The Evaluation Questions and the Results.

| No | The Questions | Excellent $100-90$ | $\begin{aligned} & \text { V. Good } \\ & 90-80 \end{aligned}$ | $\begin{aligned} & \text { Good } \\ & 80-70 \end{aligned}$ | Accepl <br> 710-60 | The Degree | The Evaluation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | The flexibility of collect and entering the data in the system (user interfince). | 1 | 7 | 2 |  | 84 | V. Good |
| 2 | The asistatanls that the system provides to the planners and estimators | 1 | 8 | 1 |  | 85 | V Good |
| 3 | The tore and importance of the information prowided by the system | 8 | 2 |  |  | 93 | Excellent |
| 4 | The role of the proposed system in cost control. | 2 | 8 |  |  | 87 | V. Cosod |
| 5 | The accuracy of the information provided by the system. | 2 | 6 | 2 |  | 85 | V. Good |
| 6 | The important of the proposed system to your company. | 3 | 7 |  |  | 88 | V. Ciood |
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# REMOVAL OF SCALE DEPOSITED ON THE INTERNAL SURFACES OF PIPES IN COOLING SYSTEMS 

Prof.dr. Abbas h. Sulaymon Chem.Eng.Dept. -Engineering College -University of Baghdad

## asTRACT

possibility of using inhibited hydrochloric acid in descaling of water deposits on heat anger and cooling system tubes have been investigated. A dynamic flow system was designed
this state. Experiments were carried out using different, temperatures, solution flow xtimes, and different hydrochloric acid concentrations inhibited with Hexamine .
etics of acid - iron oxide scale reaction was studied using hydrochloric acid. The kinetics ssis showed that the acid- FeO scale reaction followes $1^{\text {st }}$ order reaction. It was found that the scale removal was mass transfer controlling process.

- oxide scale removal process was analyzed as mass transfer operation and adequate semirical correlations for scale removal ( or mass transfer rate) under different conditions, in a ersionless form have been obtained. The results of iron- oxide scale removal r mass transfer rate) are compared with many proposed models particularly those based on the cept of analogy among momentum and mass transfer.
ntt1- Taylor analogy showed a good agreement with experimental mass transfer results.


## الخلاصهة

 المبادلات الحر اربة والـابِبب المبِاه الحارة و المر اجل وأجهزة الأبَربد.






( أي عملبة انشقّلا الكثلة هي المسنِطرة على سر عة المقاعل).




# 度说 U ． 

號

## KEY WORDS

Scale，Chemical cleaning，Deposit，Hydrochloric acid，Descaling

## INTRODUCTION

The deposition of solids occur on industrial equipments surfaces like heat exchanges ，boile cooling towers or any surface which water contacts minders along with salts and corrose products．
Scale deposition in the industrial equipments occurs by any，or all of four mechanis crystallization－scaling，deposition of particulate matter，corrosion with subsequent transfer corrosion products，and microbiological growth（Mansfield，G．H．and Terrell（1990）．
Various cleaning methods have been used；mechanical，chemical and thermal or a combination them．Cleaning up by chemicals is probably the most widely adopted procedure（Powell，S．T．（1954 There is no physical damage to the tube bundle in chemical cleaning although there is a possibil of chemical reaction and corrosion inhibitor．Mineral acids used in chemical cleaning inclay hydrochloric and $(\mathrm{HCl})$ ，sulfuric acid，and sulfamic acid $\left(\mathrm{H}_{2} \mathrm{NSO}_{3} \mathrm{H}\right)$ ．Other solvents used $=$ organic acids．
Hydrochloric acid is the most commonly used solvent（NACE，T－8A on cleaning，corrosion 15 ， and $15,17 \mathrm{t}(1959)$ ），because this acid is safer，less expensive，can be diluted casily，soluble reaction product．Corrosion caused by the acid cleaning can be prevented or reduced by an inhibitor．$T_{1}$ and amount of the corrosion inhibitor depends on the acid concentration and temperature at whie the cleaning solvent is used．
Cleaning solution usually passed in turbulent flow through the system，during acid cleaning proces When turbulent flow occurs in circular tubes，momentum is transferred between layers of fluid，th momentum transfer manfests itself as a frictional resistance and at the wall shear stress，which equivalent to the time rate of momentum transfer per unit area（Philip J．W．Roberts and Danit R．Webster（2002））．
Mass transfer may occur during turbulent flow．Most of the experimental studies showed that ther is a relation exists between mass transfer and skin friction，knowledge of such relationship woull allow prediction of the rate of mass transfer from friction loss data．
The work of Osborne Reynold＇s（Reynolds，O．（1874）in 1874 has led to useful，simple equation relating the friction factor and the mass transfer coefficient by Reynold＇s analogy（Bennett，C．O．an J．E．Myers，（1982））．
The present investigation of the problem of scale removal is being studied mainly on tubes of het exchangers obtained from Baiji Refinery using chemical solution（hydrochloric acid）．
A special flow system has been designed where parts of these piping were being fixing in exposer to the treatment solution．
Percentages and rates of scale removal were studied as a function of temperature，circulation rate and concentration of an inhibited hydrochloric acid．
Furthermore a mathematical model to describe the solution mechanism was attempted presented in this investigation．
＊The anal Hexamine 2－A flow sound bott uping thro A controll circulating The circul Dow rate y The soluti， as shown


## EXPERIMENTAL WORK

1- Scaled carbon steel pipes from the main hot water lines were used. ( 10 cm long, 25 mm O.D and 20 mm I.D). List of the scale materials was shown in Table (1). Hydrochloric acid with concentration of ( $3-10 \mathrm{wt} \%$ ) was used.

Table(1) Complete Analysis of Baiji Refinery Scale Deposited on Heat Exchanger Tubes*.

| Element Analysis | Wt.\% |
| :---: | :---: |
| Iron $(\mathrm{FeO})$ | 51.8 |
| CaO | 2.2 |
| $\mathrm{CaCO}_{3}$ | 6.02 |
| $\mathrm{Al}_{2} \mathrm{O}_{3}$ | 17.3 |
| $\mathrm{MgCO}_{3}$ | 7.74 |
| ZnO | 2.636 |
| Silical (SiO) | 4.12 |
| Chlorine | 0.05 |
| $\mathrm{SO}_{4}$ | Traces |
| L.O.I.(loss on Ignition) | 7.214 |
| Total | 99.08 |

The analysis was carried out in Baji Refinery Laboratories
Hexamine vas used as corrosion inhibitor with concentration of $0.1 \mathrm{wt} \%$
A flow system for the descaling investigation was made of Q.V.F. glass. It consisted of 10 liters
and bottom container with four necks, the container was connected from the bottom with the ping through which hot solution circulated.
controlled heating tapes were rapped around the insulated Q.V.F. glass tuping for heating the rculating solution.
circulation of the chemical solution was effected using a centrifugal pump $(0.2 \mathrm{KW})$ and the ow rate was measured using rotameter ranged ( $0-2000 \mathrm{~L} / \mathrm{hr}$ ).
e solution passed through the scaled metal specimen, and returned to the round bottom container shown in Fig.(1).


Fig(1) Experimental diagram of the system

The pressure drop through the specimen was measured using inverted U-tube manometer The temperature of the test solution was measured by means of thermometer of the range ( $0-100 \mathrm{C}^{\mathrm{C}}$ ).
The concentration of the acid was measured using simple titration method.
The concentration of iron in the acid solution was measured by using Shimadiza UV-160 by determining the absorbance of the ferrous ions.
The amount of scale deposits which has been removed at each run was calculated by weigh difference of the scaled tube before and after the tests.

## RESULS AND DISCUSSION

## Effect of experimental variables on percentage of scale removal:

Figures (2), (3) and (4) show the effect of temperature with the range of ( $25-70 \mathrm{C}^{\circ}$ ), acif concentration of ( $3-1 \mathrm{Cwt} \%$ ), solution circulation rate (as Re no.) with the range of (10000-25000 and descaling time of ( $2-6 \mathrm{hrs}$ ) on the scale removal process.


Fig.(2)Variation Of Scale Removal Percentage with Temperature at Different time, Concentration - $6.5 \mathrm{wt} \%, \operatorname{Re}=17500$


Fig(3)Variation Of Scale Removal Percentage With Temperature at different concentrations ,Time $=4 \mathrm{hr}, \mathrm{Re}=17500$
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Fig.(4)Variation Of Scale Removal Percentage With Temperature at Different Re ,Time $=4 \mathrm{hr}$,Concetration $=6.5 \mathrm{wt} \%$
was shown that the increase of any of the above variables causes to increase the percentage of removal.The increasing of percentage of scale removal with increasing the temperature lained by the fact that increasing the temperature cause to increase the reaction rate constant and its maximum value at the highest temperature. Also increasing the temperature cause to increase convective mass transfer due to decreasing the solution viscosity and increasing the diffusivity he solution compounds.
investigations of Charles and Moor (Charles,M.Loucks(1962) and Moore,R.E.(1972)) agrees this conclusion.
increase of acid concentration increases the percentage of scale removal which is due to the rease in concentration gradient between the bulk and the solid solution interface.
Ereasing the descaling time cause to increase the percentage of scale removal, that is due to the fion of the acid to break the bound it. Hence increasing the time of scale exposed to acid solution reasing the percentage of scale removal.
Freasing the circulation rate in the cleaning processcause to increase the percentage of scale oval, this behavior can be explained as follows, as the circulation rate increases the laminar -layer will be very small in thickness as the turbulence is high due to hindrance of fluid at the rogeneous surface of several compounds in the solid phase of the scale, then the chemical extion will also increases as the chemical materials has more chances to touch the particles of the face due to renwal of the chemicals as the boundary laminar sub-layer becomes more thin or will neglected.

## hetics of FeO Scale Removal

the aialysis of the scale composition Table (1), it was clear that the most fraction of scale position is ( FeO ), then the most important reaction is the reaction of FeO scale with rochloric acid, which was studied in this research.
stoichiometry of the reaction between iron oxide (FeO) and hydrogen ion in solution is Fesented by the following equation:
$=0+2 \mathrm{H}^{+}$
$\xrightarrow{\mathrm{Fe}^{+2}+\mathrm{H}_{2} \mathrm{O}}$

In order to determine the kinetics of dissolution of FeO scale with respect to $\mathrm{Fe}^{++}$ion, concentration of ferrous ion was measured with time .
The reaction rate order can be assumed as first order. The kinetic order of the reaction determined by plotting $\mathrm{Ln} \mathrm{C}_{\mathrm{A}} / \mathrm{C}_{\mathrm{A}}$ versus time as shown in Fig. (5).

.(FigFig.(5) Rate
of Desolution at $\mathrm{Re}=10000$
This figure clearly establishes that the dissolution of iron oxide scale is first order with respect 1 ferrous ion.
The rate constant is a function of temperature and can be expressed by Arrheniu's equation :
$\mathrm{k}_{\mathrm{r}}=\mathrm{A} \exp (-\mathrm{E} / \mathrm{RT})$
Where :
A : exponential constant.
$E$ : activaticn energy.
R : gas universal constant.
T : absolute temperature.
According to Arrheniu's equation (2) plot of $\mathrm{Ln} \mathrm{k}_{\mathrm{r}}$ versus $1 / \mathrm{T}$ as shown in Fig. (6) gives the sloph equal to $-E / R$.
Activation energy (E) can be determined from the slope of the line. The value of the activati= energy of the desolution process of FeO scale with hydrochloric acid $=15 \mathrm{KJ} / \mathrm{mole}$.


Fig.(6) Ln Kr Versus 1/T


## Mass Transfer Results

the present work mass transfer coefficient was calculated by estimating the mass flux of FeO $\mathrm{Fe}^{-2}$ ) ion using the following equation :

$$
\begin{equation*}
=\frac{\mathrm{M}}{\mathrm{t} \cdot \mathrm{~A}} \tag{3}
\end{equation*}
$$

$\mathrm{C}_{4}=\mathrm{k} \Delta \mathrm{C}$
worthy to note that the molar flux of hydrogen equal 2 times that of $\left(\mathrm{Fe}^{-2}\right)$ ions according to the Femical reaction equation(1).

Fs:
mass transfer coefficient of hydrogen ion.
$=$ the bulk concentration of hydrogen ions in the solution

## Hass Transfer Limited Model

complete formulation of the rate equation must take into account both the mass - transfer and mical reaction rates.
sme instances, one of the rates, mass transfer or reaction, is so much smaller than the other that ecomes the controlling one.
= dominant mechanism can be deflected by observing the effects of certain changes in operating tition experimentally.
= fact that mass transfer rather than a chemical reaction is controlling the rate of reaction Eicated by the law activation energy(Schmidt,N.O.(1976))which is in good agreement with the
obtained in this work, ( activation energy about $15 \mathrm{KJ} / \mathrm{mol}$ for mass transfer controlled ncess, Tewari and, Campbell(1976).presented that the activation energy is ( $12-24 \mathrm{KJ} / \mathrm{mol}$ ). and the fact that the rate of desolution is increased by increasing the rate of liquid past the =Schmidt,N.O.(1976)).

## Aetors Affecting FeO Descaling And The Mass Transfer Coefficient

## tet of revnolds number and temperature

(7) and (8) show the variation of mass transfer coefficient and descaling rate with Re at stemperatures respectively. It is clear that ( $k$ ) and descaling rate increases with increasing Re temperature values ( 25 to $70{ }^{\circ} \mathrm{C}$ ).
increase in $k$ with Re can be explained according to the following Eion(Bradley,G.W.(1977)and Poulson,B.(1983)).
$=\frac{D+\varepsilon_{D}}{\delta_{j}}$
Pe No. increases the convective mass transport of hydrogen will increase, i.e. mass transfer by Diffusion ( $\varepsilon_{\text {D }}$ ) due to the increased turbulence.
ming turbulence leads to decrease the thickness of viscous sub-layer and the diffusion layer represents the main residence to momentum and mass transport ively(Mahato,B.K.(1980) and Coulson,J.M.(1977)),hence the hydrogen concentration $t$ at the surface will be increased leading to increase ( $k$ ).
ng (k) with Re leads consequently to increases (Sh) over the whole range of temperature Fig.(9)

The increase in (Sh) with (Re) indicates that increasing Re leads to increase the mass transport convection ( or eddy diffusion ) over that by molecular diffusion because Sh is the ratio between tet two. The molecular diffusive mass transport (Diffusivity of hydrogen) is independent on Re varies only with Sc and temperature.


Fig.(7) Variation Of Mass Transfer Coefficient With Re at Various Temperature and $t=300 \mathrm{sec}$
Using statistical analysis the following correlation is obtained for the whole range of Re No . temperature ( Sc ) assuming the dependence of Sh on Sc is $1 / 3$ as customat found(Coulson,J.M.(1977) and Hasan ,B.O.(2003)).

$$
\begin{equation*}
\mathrm{Sh}=0.053 \mathrm{Re}^{0.6208} S c^{1 / 3} \tag{7}
\end{equation*}
$$
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Fig.(8) Variation Of Desolution Rate with Re at time $=300 \mathrm{sec}$.


Fig.(9)Variation Of Sh With Re at Different Temperatures

z anthertime

The effect of increasing temperature on Sh is due to the increase two variables acting in opposing on the value of Sh. These two variables are the mass transfer coefficient (k)) and the eclecular diffusivity(D). Hence, the net effect of temperature on Sh will be determined by the Fange of the ratio k/D.

## Effect of Time

(10) shows the variation of k or Sh with Re No . at various temperatures and time as a meter. This figure indicate that at all the temperatures, the time causes a significant decrease for all Re range. This can be explained by the decrease of roughness as the time increases due he scale removal, hence decreasing the mass transfer rate due to decreasing mass transfer Knudsen,J.G.(1958),Petulchov,B.S.(1970),Colburn,A.P.(1964),and Kandikar,S.G.,(2001)). formation of the chemical reaction product of the scale with the acid influence the mass sfer rate by influencing the hydrogen ion diffusion from the bulk to the scale surface Fmikey,R.S.(1988).


Fig.(10)Variation Of Sh With Re at Different Intervals and Temperature $=25^{\circ} \mathrm{C}$

## Emarison with The Proposed Model

section it is aimed to compare the experimental results of mass transfer with the proposed - - cions particularly those which are based on the concept of analogies among momentum and mansfer.
Wamparison serves to investigate how far is the derived correlation deviate from the proposed
$\square=$ a comparison enable to adapt best correlation that can be employed to estimate scale prad rate through (sh).
$F$ eserimental mass transfer results were compared with other correlations presented in the Piris such as prandtl and Taylor (Eq-1a) and Eq.(1b) and Prandtl-Taylor (Eq.2), Von
= Eq.3), Chilton -Colburn (Eq.4) and, Darshnalal (Eq.5).
Fal comparison is shown in Fig.(11). Best agreement found to be with Prandtl-Taylor
Eq.(1a) and Eq.(1b), (with a small difference due to the assumption that the calculated
Sctor from the experimental work is equal to the friction factor of Iron-oxide scale) i.e. the : emoval can be well represented by this analogy for the entire range of Re and at the early [-I if the scale removal process.
[- ir scale removal) affects the capability of analogy correlation to estimate the mass transfer - Int and mass transfer group (Sh) ,i.e. removing the scale increases the difference between mental mass transfer coefficient and that obtained from analogy models .

Fig.(12), shows a comparison between experimental Sh and that obtained from analogies $(\mathrm{t}=4,6 \mathrm{hr})$ i.e. when most of the scale removed at all temperatures it is evident that time caus large difference between the mass transfer rate ( Sh ) during scale removal process that predicted analogy correlations and experimented results.

Table


Fig.(11) Comparison between Experimental Sh with Analogies. 108108108108108108108108108


Fig.(12)Comparison of Analogy Models and Experimental Results In Present Work at $\mathrm{t}=25^{\circ} \mathrm{C}$

According to above conclusions ,the analogy models can be employed to estimate the mass the controlled FeO scale removal rate (for the scale type used in this work) at particular Re and determining the friction factor experimentally .
Table(2) lists the values of (Sh) estimated from various analogy models using the friction besides experimental values obtained by concentration difference of $\mathrm{Fe}^{+2}$ ion for all ranges of The chosen analogie are Prandtl and Taylor analogy (Eq.1a) using (Eq.1b) for estimation ( $u_{x} / u_{x}$ ).
A modification has been done on the correlation to estimated( $\alpha$ ) of (Prandtl-Taylor analogy and Eq. 1 b) to make this analogy can be employed for the descaling process at time ( $2,4,6$ ) respectively, using statistical analysis the following correlations for (a)values estimation obtained.

$$
\begin{equation*}
a=0.00244 \mathrm{Re}^{0.516} \text { for time } 2 \mathrm{hr} \tag{8a}
\end{equation*}
$$

$=0.0013 \mathrm{Re}^{0.8}$ for time $4 \mathrm{hr} \cdots-(8 b)$
Table (2) Comparison of experimental Sh No. with analogies $\mathrm{t}=300 \mathrm{~s}$ and $\mathrm{T}=25^{\circ} \mathrm{C}, \mathrm{Sc}=378$

|  | Sh No. |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Re No. | Prandtl <br> Tayler <br> (Eq.1a) | Von <br> Karman | Chilton <br> Colburn | Darshnlal | Prandtl <br> Tayler <br> (Eq.2) | Present <br> work |
| 10000 | 104.2 | 162.18 | 467.7 | 346.7 | 161.18 | 112.2 |
| 15000 | 152 | 239.88 | 660.69 | 512.8 | 234.4 | 144.5 |
| 20000 | 201 | 309.02 | 853 | 660.6 | 301.9 | 165.9 |
| 25000 | 255 | 389.04 | 1047.12 | 831.7 | 380.1 | 199.5 |

$=0.00294 \operatorname{Re}^{0.803}$ for time $6 \mathrm{hr} \cdots-(8 \mathrm{c})$

## CONCLUSIONS

Scale removal by means of inhibited Hydrochloric acid is dependent upon the temperature of reaction, solution circulation rate ( as Re ), time of reaction and, acid concentration, it was concluded that the amount of scale removal increases with increasing any factor of them, the condition to obtain high high percentage of scale removal ( $80-100 \%$ ) should be ; for Reynolds number values over 17500 , reaction temperature over $50^{\circ} \mathrm{C}$, acid concentration not below $6.5 \mathrm{wt} \%$, and time over four hours.
Reaction of Hydrochloric acid with Iron oxide scale is followed first order kinetics model, with activation energy of $15 \mathrm{~kJ} /$ mole which indicating that the process of Iron-oxide scale desolution is mass transfer controlling process.
Correlation for the variation of (Sh) (or mass transfer rate) with Re for the whole range of Re and temperature values
$0.0537 \mathrm{Re}^{0.6028} \mathrm{Sc}^{1 / 3}$
The experimental results for Iron- oxide desolution rates show good agreement with Prandtl -
Taylor analogy, (Eq.1) , (using
$=2 \mathrm{Re}^{-1 / 8}$ ) at the early periods of the process, but at the later
andtl -Taylor analogy.
odification of analogies was obtained, correlations for $\alpha$ values estimation were obtained at fferent time to make Prandtl - Taylor analogy can be employed for the process.

$$
\begin{array}{lll}
\alpha=0.00244 \mathrm{Re}^{0.516} & \text { at time }=2 \mathrm{hr} \\
\alpha=0.0013 & \mathrm{Re}^{0.8} & \text { at time }=4 \mathrm{hr} \\
\alpha=0.0029 & \operatorname{Re}^{0.803} & \text { at time }=6 \mathrm{hr}
\end{array}
$$
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## 4PPENDIX

Mass and mor
Prandtl anu t:
$\frac{\mathrm{k}}{\mathrm{u}}=\frac{}{1+\left(\frac{\mathrm{u}}{1}\right.}$
$\alpha=2 \operatorname{Re}^{-1 /}$
$\mathrm{Sh}=\frac{(\mathrm{f}}{1+}$

- Von- Karmar
$\mathrm{Sh}=$
$1+5 \sqrt{ }$
Chilton-Coll
Sh =

Darshnlal et.
$\mathrm{Sh}=0.058$
The frictio pressure drop equations ;
$\mathrm{f}=\frac{\mathrm{d} \cdot \Delta \mathrm{P}}{2 \rho u^{2} \mathrm{I}}$ since,
$\Delta \mathrm{p}=$
hence,
$\mathrm{f}=\frac{\Delta \mathrm{hc}}{2 u}$
NOMENCLA
A:Surface area
C:Concentratic
d:Pipe diamete

## APPENDIX

## Mass and momentum transfer analogy equations

## PrandtI anu tavlor analogy

$$
\begin{align*}
\frac{\mathrm{k}}{\mathrm{u}_{\infty}} & =\frac{\mathrm{f} / 2}{1+\left(\frac{\left.\mathrm{u}_{\mathrm{x}}\right|_{3}}{\mathrm{u}_{\infty}}-\right)(\mathrm{Sc}-1)}  \tag{la}\\
\alpha & =2 \operatorname{Re}^{-1 / 8} \tag{1b}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{Sh}=\frac{(\mathrm{f} / 2) \operatorname{Re} . \mathrm{Sc}}{1+5 \sqrt{\frac{\mathrm{f}}{2}}(\mathrm{Sc}-1)} \tag{2}
\end{equation*}
$$

## -Von- Karman analogy(Brodkey,R.S.(1988)).

$$
\begin{equation*}
\mathrm{Sh}=\frac{(\mathrm{f} / 2) \mathrm{Re} . \mathrm{Sc}}{1+5 \sqrt{\frac{\mathrm{f}}{2}}\left\{\mathrm{Sc}-1+\ln \left(1+\frac{5}{6} \mathrm{Sc}\right)\right\}} \tag{3}
\end{equation*}
$$

Chilton - Colburn analogy(Berger,E.B.(1977)).

$$
\mathrm{Sh}=\frac{\mathrm{f}}{2} \mathrm{ReSc}
$$

Darshnlal et.al analogy(Darshanlal,T.(1964)).
$\mathrm{Sh}=0.058 \sqrt{\frac{\mathrm{f}}{2}} \operatorname{Re} \quad \mathrm{Sc}^{0.34}$
The friction factor and wall shear stress for rough surface were obtained by measuring the Fressure drop across the test section for each value of Re , temperature and time and applying the equations ;

$$
\begin{equation*}
=\frac{\mathrm{d} \cdot \Delta \mathrm{P}}{2 \rho u^{2} \mathrm{~L}} \tag{6}
\end{equation*}
$$

since,
$\Delta p=\Delta h \rho g$
hence,
$=\frac{\Delta h d g}{2 u^{2} \mathrm{~L}}$

## TOMENCLATURE

: Surface area of specimen, $\mathrm{m}^{2}$
Concentration,mole/m ${ }^{3}$
Pipe diameter,m

D:Diffusivity,m/s
f:Friction factor
$\mathrm{k}:$ Mass Transfer coefficint, $\mathrm{m} / \mathrm{s}$
$\mathrm{N}_{\mathrm{A}}$ :Flux of mass transfer,mole $/ \mathrm{m}^{2} \mathrm{~s}$
P:Pressure drop, $\mathrm{N} / \mathrm{m}^{2}$
Re:Reynold 's Number
Sc:Schimdt Number
Sh:Sherwood Number
S.R\%:Scale removal percentage,wt\%
t :Time,h or s
T:Temperature, $\mathrm{C}^{\circ}$ $u: V e l o c i t y$
$\square$

# APPLICATION OF VIBRATION MEASUREMENT TO DETECT DAMAGE IN CASTING 
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#### Abstract

Modal testing has bccome commonplace in many industries today as a research and developmont tool. In this capacity, it is used primarily during product prototype development and for vibration problem in general. Many types of structural or parts faults will cause changes in the measured dynamic response of a structure. These changes will, in turn, cause change in the structure's modal parameter. The purpose of the present work is to propose an improved damage detection and location based on the measurement of modal parameter (natural frequency and mode shape) before and after faults, which they have varying extents, for three different sizes of Aluminum casing plates. This local damage can be translated into or characterization as a reduction of the local stiffness which, simulated in the presented numerical models using software package, After measured natural frequency. if a change is detected a statistical method is used to make the best match between the measured changes in frequencies and the family of the theoretical predictions. This predicts the most likely defect location. Analytical results are also used to check numerical results, which showed a good agreement with it. Standard Aluminum plates were also investigated in this work. It results were compared with casting results for two boundary conditions. Also, the defect location charts that plotted weth the support of deriving stiffness sensitivity equation showed a good agreement between the predicted defect site and the actual defect location for most of the study cases.
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## INTRODLCTION

The physical mass, stiffincss, and damping properties of a structure determine how this structure can vibrate. Vibration is caused by an exchange of energy between the mass (inertia) property and stiffness (restoring) property of the structure. The damping property dissipates vibrational energy. A structure's modal properties are directiy related to its physical properties. That is, changes in structure's mass, stiffness, or damping properties will cause change in its modal properties (modal frequencies, modal damping, and mode shapes). Also, changes in the structure's boundary conditions (mountings) can be viewed as changes in the mass, stiffiness, or damping plus its surroundings, and will change its modal parametcr.
The modal parameter solutions to the differential equation of motion which are themselves functions of the mass, stiffness, and damping of the structure [Mannan 1991].
Changes in structure's modal parameters are to be used as a reliable means of detecting, and possibly even locating and quantifying structural faults. "Faults" means the following occurrences:

* Flaws voids, cracks, thin spots, etc. caused during manufacturing processes such as casting or forming operations. Faults of casting are the type of fault that we need it in this paper.
* Failure of the structural material, e.g. cracking, breaking, or delamination.
* Loosening of assembled parts, e.g. loose bolts, rivets, or glued joints.
* Improper assembly parts during manafacturing.

Now we can asked that what is the smallest physical change in a structure that can be detected, located, and quantified from changes in its modal parameters? The best answer to this question is "the smaller the better". This answer presumes that it is always better to detect the onset of structural faults as early as possibly when it is still small.
Non destructive damage detection can be broken up into four categories. Level I test for the presence of damage. Level II test for the presence and location of the damage on the structure. Level $I I I$ tesi for the presence, location, and severity of the damage. Finally level $/ V$ tests for the presence, location, and level of the imparted damage as well as predicting the change in physical properties of the structure due to the damage. In this work. we used level II techniques to detect and locate faults in casting.
The main objective of the current work is to build a vibration technique capable of detecting and locating faults in Aluminum casting plates as a mean of quality control, where there are large numbers of the same component produced.
A compute model is developed to study the effect of damage in the casting plates on the natural frequencies and mode shapes using a package deal with finite clement analysis. This icchnique is highly accurate, and can be used for analysis in any structure with any typa of structural vibration. Also calculate the change in the model parameters of the casting plates duc to the introfuction of suggested defect models. The defect model must be able to represent the defect that have a sensible effect on the structure stiffness and also must be simple for calculating.
Test rigs will be designed and built to study the vibration behavior of the model structures before
and after damage to predict the measured change in natural frequencics. Finally, develop a statistical method for the best match between the measured changes in frequencies and the family of numerical predictions. This model in truc will then locate the most likely damage sites. A comparison was made between the experimental and the theoretical results and between casting plates and Aluminum plates.

## Advantages of Modal Parameter Measurements as Continuous Monitoring

Measurement and the estimation of modal parameter changes have some inherent advantages for continuous monitoring applications that are not available with other methods.
1- Modal parameters can be measured on any structure that vibrates.
2- Modes of vibration are sensitive indicators of physical changes.
3- Changes in modes can tocalize a fault.
4- Faults can be detected in a measured region of the structure (measurements at single point in the structure is enough for detection).
5- Only a small number of measurements are required.
6- A wide variety of excitation and signal processing methods can be used.
7- Modal lesting is non-destructive test.

## ANALYTICAL ANALYSIS

A plate is a two-dimensional sheet of clastic material, which lies in a plane. The general assumptions and equations used in the analysis of plates in this section are:
For plate laying in the $x-y$ plane the normal strains ( $\varepsilon_{x}$ and $\varepsilon_{y}$ ) and shear strain ( $\varepsilon_{x y}$ ) in the plane of the plate are [Srinivasan 1982]:
$\varepsilon_{x}=z \frac{\partial^{2} w}{\partial x^{2}}, \varepsilon_{y}=z \frac{\partial^{2} w}{\partial y^{2}} ; \varepsilon_{x y}=2 z \frac{\partial^{2} w}{\partial x \partial y}$
The out of plane strains are zero:
$\varepsilon_{x z}=\varepsilon_{y z}=\varepsilon_{z z}=0$
These strains are associated with the following stresses for a homogenous isolropic material:
$\sigma_{e x}=\frac{E}{1-v^{2}}\left(\varepsilon_{x}+v \varepsilon_{y}\right) ; \sigma_{y ;}=\frac{E}{1-v^{2}}\left(\varepsilon_{y}+v \varepsilon_{y}\right)$
$\sigma_{x y}=G \varepsilon_{x y} ; \sigma_{x z}=\sigma_{y z}=\sigma_{z z}=0$
If $w$ is the transverse deflection of the plate, the elementary kinetic energy $d T$ and the elementary potential energy $d V$ of the plate is given by:
$d T=\frac{1}{2} \rho\left(\frac{\partial w}{\partial t}\right)^{2} d x d y d z$
$d V=\frac{1}{2}\left(\sigma_{,} d y d z\right)\left[\varepsilon_{x} d x\right]+\frac{1}{2}\left(\sigma_{y} d x d z\right)\left[s_{y} d y\right]+\frac{1}{2}\left(\sigma_{y} d y d z\right)\left[e_{y} d x\right]$
The total kinetic energy $T$ and potential energy $V$ of the plate is given by integrating:
$T=\frac{1}{2} \int_{0}^{a} \int_{0}^{t} \rho h\left(\frac{\partial w}{\partial t}\right)^{2} d x d y$
$V=\frac{D}{2} \int_{0}^{a} \int_{0}^{n}\left[\left(\frac{\partial^{2} w}{\partial x^{2}}\right)^{2}+\left(\frac{\partial^{2} w}{\partial y^{2}}\right)^{2}+2 v \frac{\partial^{2} w}{\partial x^{2}} \times \frac{\partial^{2} w}{\partial y^{2}}+2(1-v)\left(\frac{\partial^{2} w}{\partial x \partial y}\right)^{2}\right] d x d y$
Where: $D=\frac{E h^{3}}{12\left(1-v^{2}\right)} \quad$ is called the plate bending stiffness element
Forming the Lagrangian $L=T-V$ and applying the Hamilton's principle: $\delta \int_{1}^{\prime} L d t=0$, we obtain:
$\frac{1}{2} \delta \int_{i_{1}}^{\prime} \int_{0}^{a} \int_{0}^{\Delta} \rho h w_{i}^{2}-D\left[w_{x x}^{2}+w_{y y}^{2}+2 \nu w_{x x} w_{y}+2(1-v) w_{x}^{2}\right] d x d y=0$
Performing the operations as per the rules of the calculus of variation term by term, we use the variational peration ( $\delta$ ) to extract the analytical term for vibrating plate:
$D \nabla^{4} w+\rho h w=0$
Suppose the plate is supported on all the four edges, and the plate is vibrating with a frequency $p$ given by:
$w=w_{0} \cos (p t)$
The equation of motion of the plate (8) becomes:
$\nabla^{4} w=\gamma^{2} w: \quad$ Where $\gamma^{2}=\frac{\rho h}{D} p^{2}$
We shall assume the deflection $w_{0}$ as [2]:
$w_{0}(x, y)=\sin \left(\frac{m \pi x}{a}\right) \sin \left(\frac{n \pi y}{b}\right) \quad ; m, n=1,2,3, \ldots$
So that frequency equation for simply supported plate becomes:

$$
\begin{equation*}
P_{m, n}=\pi^{2}\left(\frac{m^{2}}{a^{2}}+\frac{n^{2}}{b^{2}}\right) \sqrt{\frac{D}{\rho h}} \quad \text { i. } \mathrm{j}=\mathrm{m}, \mathrm{n}=1,2,3, \ldots \tag{11}
\end{equation*}
$$

Equation (11) represent the analytical term for finding natural frequency for the above boundary
condition. In the same manner we can find the frequency equation of a plate subjected to other boundary conditions.
While the subject of vibration analysis of the completely free rectangular plate fras a history, which goes back nearly two centuries, it remains a fact that most theoretical solutions to this case are considered to be at best approximate in nature. This is because of the difficultics, which have been encountered in trying to obtain solutions that satisfy the free edge conditions as well as the governing differential equation [Gorman 1978]. Since no analytical solution exist for this boundary [Victor 2001], so that the eigenvalues for plate vibrate under this boundary condition is governed by the approximate natural frequency expression (in Hertz) of the form presented below [Blevins 19.79]:

$$
\begin{equation*}
P i j=\frac{\pi}{2}\left[\frac{G_{1}{ }^{4}}{a^{1}}+\frac{G_{2}^{4}}{b^{4}}+\frac{2 J_{1} J_{2}+2 v\left(H_{1} H_{2}-J_{1} J_{2}\right)}{a^{2} b^{2}}\right]^{1 / 2}\left[\frac{E h^{3}}{12 \gamma\left(1-v^{2}\right)}\right]^{1 / 2} \tag{12}
\end{equation*}
$$

Where, $i=1,2,3, \ldots$ and $j=1,2,3 \ldots$
The dimensionless parameter G, H and J are functions of the indices i and j and the boundary conditions on the plate. The approximate natural frequencies predicted by equation (12) are directly analogous to the analytical solutions. The approximate natural frequencies can be expected to be within $5 \%$ of the exact solutions \{Blevins 1979].

## NUMERICAL ANALYSIS

The finite element analysis applied to vibration probiems is now becoming well known and the study of vibrational behavior of a siructure is of great importance because it can be used to determine the eigenvalue and the eigenvector solutions.
In contrast to the early days, it can use computer software to generato complex geometry, at either component or reassemble level. It can (with some restrictions) automatically generate elements and nodes, by merely indicating the desired nodal density. Software is available that work in conjunction with finite element to generate structure of optimun topology, shape, or size.
In order to select the suitable mesh for the plates, in the numerical calculation, the plates must be investigated for different number of (D.O.F.). Figs. (1), (2), and (3) show the variation of natural frequency with the number of (D.O.F.) for the three different sizes of free-free plates used in this work respectively. For the work purpose, natural frcquencies have been calculated numericaliy using ANSYS FE software package and the mode shapes have been observed for all the Aluminum casting plates and Aluminum plates tested in this work. The plates were drawn to the scale $1: 1$ on this software and a study was performed in two boundary conditions, free-free and simply supported boundaries. Natural frequencies for some cases have been listed in tables (1), and (2) which are compared with the theoretical natural frequencics. Also the first three dynamic modes are shown in Figs. (4), and (5) for some cases.

## EXPERIMENTAL WORK

The objective of this section is to detail the testing procedure. which gives as possibic as accurate values of the natural frequencies of the structure. The procedure requires that the structure under test is excited by hamonic force and the response at various points of the structure must be measured. An arbitrary cloice of the point of excitation could be lead to difficulties in producing the resonance at certain natural frequencies of the structure. For example, exciting the structure at a nodal point (point of zcro amplitude of vibration) of a certain natural frequency would result in missing out the resonance at the natural frequency. It useful to change the position of the excitation of a structure to exist the different modes of vibration or by drawing the theoretical mode shapes.

A natural frequency vas distinguished by observing the sharp increase in amplitude of the pickup output and by the intensity of the tone emitted, which was amplified and displayed on the oscilloscope. This procedure was represented to measure the pre and post damage natural frequencies. The test procedure must establish homogeneous concitions ihroughout all plases of the experimental work. Thus; the method used for supporting the structure during each investigation should be simple to set-up and must be reproducible.
The test plates was suspended horizontally in the test rig using a very soft clastic cords attached to the mid-points of its four sides in order to approximate the free-free boundary condition, the procedure was used by several researchers [hauwagie 2002]. NIso in order to approximate the simply-supported conditions the tested plates was putted on a four sides sharp edge frame made for the purpose. Each plate was set-up in precisely the same fashion in attempt to minimize the effects of human factors on the frequency changes. Damage was represented in ail tests carried out by putting the saw cut and then change the dimension of the saw cut by extends it. Also, a drill was used to make all sizes of holes damage in the plates. The natural frequencies have been measured for undamaged free-free and simply supported rectangular sand casting Aluminum plates, also we use a standard Aluminum plates to compare there results with casting Aluminum plates results. Then natural frequencies for the same plates have been damaged by making six damage eases which used in the all tests. The cast Aluminum used is C443.0: S5C ASTM, which it mechanical and physical properties are (Tensile strength is $230 \mathrm{Mn} / \mathrm{m}^{2}$, Yield strength is $110 \mathrm{Mn} / \mathrm{m}^{2}$, Modulus of elasticity is $71.0 \mathrm{Gn} / \mathrm{m}^{2}$. Percentage elongation is $9 \%$, Density is $2690 \mathrm{Kg} / \mathrm{m}^{3}$, and Poisson's ratio is 0.33 ).

## DEFECT LOCATION TECHNIQUE

The stress distribution through a vibrating structure is non-uniform and is different for each natural frequency (mode shape). This means that any localized defect would affect each mode differently, depending on the particular location of the defect. The defect may be modeled as a local decrease in stiffness of the structure. So, if it is situated ai a point of zero stress such as the nodal lines in a given mode, it will have no effect on the natural frequency of that mode. On the other hand if it is at a point of maximum stress, it will have the greatest effect. Therefore the location of the defect site requires the computation of the relative effect on several modes of vibration at different sites within the structure. The experimentally measured changes in natural frequencies may be then be compared with the thcoretically calculated changes for defect at different sites and the position of the defect deduced. If natural frequency measurcments are to be curried out, the effect of defeet may be determined by modeling the defeet as a local decrease in the stiffness, rigidity, or thickness of the structure and currying out the dynamic analysis of the system.
Following Cawley etal. [Cawley 1979], it is assumed that, in theory, the change in the natural frequeney of mode (i) of a structure due to damage in the structure is a function of the position vector of the damage $(r)$, and the reduction in stiffiness caused by the damage ( $\delta K$ ), thus:

$$
\begin{equation*}
\delta \omega,=f(\delta K, r) \tag{13}
\end{equation*}
$$

A formula expansion about the undamaged state ( $\delta k=0$ ), and ignoring second and higher-order terms. yields:

$$
\begin{equation*}
\delta \omega_{1}=f(0, r)+\delta K \frac{\partial f}{\partial(\delta K)}(r, 0) \tag{14}
\end{equation*}
$$

Assuming that there is no frequency change with out damage, it follows that $f(r, 0)=0$ for all $(r)$ and so, writing the partial derivative as $g(r)$, equation (14) then simplified to:

$$
\begin{equation*}
\delta \omega_{1}=\delta K g,(r) \tag{15}
\end{equation*}
$$

If it is assumed further that ( $\delta K$ ) is independent of frequency, it follows that the ratio of frequency changes is dependent only upon the damage location as specified by $(r)$ :
$\frac{\delta \omega_{2}}{\delta \omega_{2}}=\frac{g_{i}(r)}{g_{i}(r)}=h(r)$
Measurements of the frequency changes in one pair of modes will yield in a locus of possible danage sites, that the point where the ration of the experimentally determined changes equals the theoretical ratio. With symmetrical structures, two or more sites will be predicted, the number depending on the degree of geometric symmetry. So that an "error "which is denoted by ( $e_{r i}$ ), in assuming the defect to be at position (r). given frequency changes ( $\delta_{w i}$ ) and ( $\delta_{w i}$ ) in modes (i) an (i) respectively, as:

$$
\begin{equation*}
e_{r i j}=\frac{S_{i r} / S_{r j}}{\delta_{0 j} / \delta_{\omega j}}-1, \quad \frac{S_{r i}}{S_{r j}}>\frac{\delta_{w i}}{\delta_{\omega j}} \tag{17}
\end{equation*}
$$

The value of the error function ( $e_{r i j}$ ) is computed for each mode pair according to cquation (17). These values are then assumed to give a measure ( $e_{r}$ ) of the total error in assuming the damage to bc at position $(r)$ given the experimentally measured frequency changes. Thus:
$e_{r t}=\sum_{\text {all pairs }(i, j)} e_{r i j}$
The most probable defeet site is taken to be the one at which the value ( $e_{r}$ ) is minimum . Let this minimum value is ( $e_{m m}$ ). This was then used to normalize each total earor, which was expressed as the "nomalized crror" for failure al theoretical position $(r)$, defined as:
$n e_{r}=100 \times e_{\min } / e_{r t}$
A very attractive alternative to repeat the full dynamic analysis in order to compute the changes in the natural frequencier due to localized damage is to use a sensitivity (perturbation) analysis. The basic principles of the method are described by, for example, Courant and Hilbert \{Courant 1953]. By this method, the sensitivities of the natural frequencies of a system to small changes in the stiffness matrix, mass matrix, and damping matrix are calculated from mode shapes of the unnodified structure (structure with no faults) produced by the initial full dynamic analysis.

The othogonality property of the modes "almost" simultaneously diagonalizes the mass, stiffness, and damping matrices, and therefore "almost" uncouples the equations of motion. The term "almost" is lised because strict diagonalization occurs if there is no danping ( $[C]=[0]$ ). Probably the most sought after cause of a structural fault is a reduction in local stiffness, which might be caused by the formation of a crack, delamination, voids, or a loose fastener.
$\left\{U_{k}\right\}^{\prime}\left[d k_{k}\right]\left\{U_{k}\right\}=\omega_{1 k}^{2}-\omega_{0 k}^{2}$
This formula only required the mode shapes for the unmodified structure plus changes in the stiffness matrix $\lceil d K\rceil$. A fauli that causes Jocal stifficss change can then be detected and located by
simply tracking the stiffincss change of the structure, and using equation (20).

## RESULTS AND DISCUSSION

The validity of any theoretical approach may be examined by one of two mothods, the first method is by making a comparison between the suggested approaches and well known analytical methods: while in the second method, the comparison is made with the experimental results.
In this section, the performance of the proposed NDT has been checked. Several tests were carried out for different casting plate structures with readily qualifiable forms of damage in order to check the operation of the technique and the supporting analysis.
Fig. (6), (7) shows a comparison between the exact and approximate natural frequencics. It may be observed from the figure that the results compare very favorably with the exact values. Table (3) give the predicted and measured natural frequencies ( Hz ) for the undamaged state of the $600^{*} 500^{*} 6$ mm free free casting plate. The maximum error in predicting natural frequencies was (1.969) in the second mode. These errors are from variations in dimensions due to casting process and material properties. The data in table shows that the FEA model of the casting plate withour faul tended to give slightly higher natural frequency than the test data as the modes increased in frequency. Instead of soaking time in frequency mcasurement experiment by placing the shaker and the accelerometer at different positions in order to avoid the possibility of having the accelerometer and/ or the shaker at a nodal line. The best position can be predicted from the mode shapes of the tested plate. The node lines are drawn by connecting node points, which are computed as points where the mode shapes is zero in a normal direction to the surface of the plate.
The results obtained from ANSYS FE software package showed that the maximum displacement (especially in the first mode) is in the corners of the plate (for free free boundaries). Therefore, the shaker and the accelerometer were mounted in one of the Four Corners of the tested plate. Also the results showed that the maximum displacement is around the center of the plates (for simply supported boundaries). Therefore, the shaker and the accelerometer were mounted in the center of the tested plate. If we want to plot the mode shapes after the fault made in the plate. We expected that there are large differences with the shapes for unmodified plate, but also we expected that they don't pinpoint the location of the fault. One explanation for this is that all of these modes are "global" in nature (which is truc for most simple structures and hence will change globally even due to a "local" change such as the hole damage.
Different cases of damage have been investigated for this casting plate. Table (3) atso gives the experimentally measured frequency reduction ( Hz ) for all cases of damage. It is apparent that the reduction in the natural frequencies increased as the damage size increased. From the analysis it is observed that at least three modes are needed to detect damage existing any were in the casting plate. Individual modes have relatively different sensitivities to potential damage location in casting plate. For example modes 1 and 3 are sensitive to the location near the center while modes 2 and 4 are not sensitive. The table values reveal that the frequency reduction clearly indicates the presence of the 10 mm and 5 mm holes, by the frequency shift of the modes. Due to the relatively smal! magnitude of damage they don't detect the 3 mun hole. Also Table (4) has been presented for another case.
The defect location chart will consist of a plot of the plate, with elements labeled using the normalized error. The predicted damage site being represented by the value 100 (see eq. 19). Series of tests for defect location analysis were carricd out on the casting plates using different damage models. Sensitivity analysis was used to simulate damage by the teduced thickness of the whole element. From these results it will be possible to establish the gencrality and validisy of the method used in order to deal with such structures. Fig. (8) shows the location chart produced from a test on a rectangular Aluminum casting pate of dimension $600 * 500^{*} 6 \mathrm{~mm}$. The analysis used a $16^{*} 16$ finite element mesh with a total of 1024 grid points. The plate was damage by drilled a 10 mm hole
at site A. It will be observed that, due to symmetry, the location chart shows four possible damage sites. It can be seen from the figure that the damage was correctly locared.

## CONCLUSIONS

This paper presented a method of non-desirucively deteel laults in casting plates for which only a few natural frequencies are available. Also, we presented an improved damage location algorithm which was used a set of modal parameters for an unmodified(undamaged) casting plates with xperimental data with the support of sensitivity equations, which consider the orthogonality onditions of the undamaged plate mode shape.
The final scheme has the advantage that only one dynamic FEA need to perform on the casting plate structure. The dynamic analysis may be stored on disc and used as input to the damage location program. along with the experimentally detemined natural freguencies.
The major conclusions that can be obtained from the present work can be summarized as follows:
1- For this work, in frequency measurement the best position of attachment between the shaker/ accelerometer and the tested plate was predicted from the theoretical mode shape of the tested plate. It was found that this position was in one of its four conners for free frec boundaries and around the center for simply supported boundarics, where maximum displacement was found numerically at these positions.
2- Any set of measurements that are repeatedly made over time will exhibit variations. These variations arc caused either by the "natural" statistical variation in the measurement process, due to numerous sources of measurement error, or they are caused by a physical change in the structure, i.e. an "assignable cause".
3- It is possible to use the method of health monitor withoul need to have masured the frequency of the virgin structure by using a damaged state as the bascline for future measurement. This is an important property in the job field. where there are a large number of products. Also a key advantage of this technique is that it can he used on the type of data, namely natural frequency, which is commonly measured in a structure testing laboratory using the experiments system.
4- The experimental results indicated that the smaliest defect size that can be located, using the proposed defect location method, depends upon the accurate measurements of natural frequency. The error in the measurement of natural frecquency is come from the error in simulating the actual boundary conditions, the change in material properties, and the error in dimensions of casting plates due to casting process.
5- Individual modes have relatively different sensitivities to potential damage location. Thus, we observed that they were appreciable changes in some natural frequencies and comparatively small in other. The effect depends on the Jocation of damage and increases as the damage size increase.
6- Good agreement was obtained between the experimental and theoretical results both for undamesed and damaged plates.
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## NOMENCLATURES




Fig. (I) Variation of natural frequency with total number of (d.o.f.) for $600 * 500 * 6 \mathrm{~mm}$ free-free casting plate.


Fig. (2) Variation of natural frequency with total number of (d.o.f.) for $600 * 500 * 3 \mathrm{~mm}$ frce-free casting piate.


Fig. (3) Variation of natural frequency with total number of (d.o.f.) for $400 * 250 * 6 \mathrm{~mm}$ free-free casting plate.


Fig. (4) Mode shape for the $0.6 * 0.5 * 0.006 \mathrm{~m}$ frec-fec casting plate.


Fig. (5) Mode shapes for the $0.6 * 0.5 * 0.006 \mathrm{~m}$ simply-supported casting Plate.


Fig (6) Comparison between the exact and approximate natural frequency for $600^{* 500 * 6 ~ m m ~ f r e e ~ f r e e ~ c a s t i n g ~ p l a t e . ~}$


Fig. (7) Comparison between the exact and approximate natural frequency for $400^{*} 250 * 6 \mathrm{~mm}$ free free casting plate.


Fig. (8) Location chart for quarter of the
 hole damage ai site A.

Table (1) Numerical and theoretical pre-danage frequency of the first six modes for the $600 * 500 * 6$ mm fre-free casting plate.

| Mode <br> No. | ANSIS 5.4 | Analytical | Percentage <br> Error \% |
| :---: | :---: | :---: | :---: |
|  | 65.62 | 67.28 | 2.4673 |
| 2 | 86.98 | 85.49 | 1.7429 |
| 3 | 134.88 | 138.85 | 2.8592 |
| 4 | 160.42 | 166.39 | 3.5879 |
| 5 | 183.23 | 184.58 | 7.2658 |
| 6 | 255.25 | 269.35 | 5.2348 |

Table (2) Numerical and theoretical pre-damage frequency of the first six modes for the $400 * 250 * 6 \mathrm{~mm}$ fre-free casting plate.

| Node <br> No.$\quad$ ANSIS 5.4 | Autural Frequency (Hz) | Percentage <br> Crror \% |  |
| :---: | :---: | :---: | :---: |
|  | 194.86 |  | 2.4674 |
| 2 | 198.80 | 203.80 | 2.4533 |
| 3 | 445.00 | 450.07 | 1.1265 |
| 4 | 529.20 | 522.42 | 1.2978 |
| 5 | 542.93 | 545.32 | 0.4382 |
| 6 | 676.23 | 671.23 | 0.7449 |

Table (3) Experimental and theoretical frequencies for $600 * 500 * 6$ mun free free
casting plate with six damage case.

|  | Unmodified Frcquency (Hz) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mode No. | Mode 1 | Mode 2 | Mode 3 | Mode 4 | Mode 5 | Mode 6 |  |
| Exp. | 64.8 | 85.3 | 134.0 | 159.1 | 182.5 | 254.5 |  |
| Theo. | 65.62 | 86.98 | 134.88 | 160.42 | 183.23 | 255.25 |  |
| Error \% | 1.265 | 1.969 | 0.656 | 0.829 | 0.400 | 0.0 .294 |  |
| Damage Case | Frequency Reduction (Hz) Exp. |  |  |  |  |  |  |
| $\mathbf{3 m m}$ Hole | 0.2 | 0.3 | 0.2 | 0.1 | 0.2 | 0.4 |  |
| 5mm Hole | 3.2 | 2.1 | 3.6 | 2.4 | 3.6 | 4.1 |  |
| $\mathbf{1 0}$ mm Hole | 7.0 | 5.9 | 6.8 | 5.1 | 8.1 | 6.2 |  |
| All Holes | 11.4 | 8.6 | 11.2 | 8.1 | 11.7 | 10.6 |  |
| 20mm Saw Cut | 2.6 | 4.2 | 4.5 | 8.9 | 5.8 | 3.9 |  |
| $\mathbf{4 0 m m}$ Saw Cut | 6.2 | 8.2 | 10.8 | 11.9 | 10.9 | 8.3 |  |

Table (4) Experimental and theorelical frequencies for $400^{*} 250 * 6 \mathrm{~mm}$ free free casting plate with six darnage case.

|  | Unmodified Frequency (Hz) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mode 1 | Mode 2 | Mode 3 | Mode 4 | Mode 5 | Mode 6 |  |
| Mode No. | 192.3 | 196.0 | 442.8 | 526.8 | 540.3 | 673.7 |  |
| Exp. | 194.86 | 198.80 | 445.00 | 529.20 | 542.93 | 676.23 |  |
| Theo. | 1.331 | 1.428 | 0.496 | 0.455 | 0.486 | 0.370 |  |
| Error \% | Frequency Reduction (Hz) Exp. |  |  |  |  |  |  |
| Damage Case | 0.3 | 0.2 | 0.3 | 0.5 | 0.3 | 0.6 |  |
| 3 mm Hole | 0.0 | 3.1 | 4.9 | 3.5 | 2.8 | 2.2 |  |
| 5 mm Hole | 4.0 | 5.8 | 7.2 | 6.3 | 7.9 | 5.6 |  |
| 10 mm Hole | 6.5 | 5.8 |  |  |  |  |  |
| All Holes | 11.1 | 9.1 | 9.0 | 9.4 | 11.5 | 12.0 |  |
| 25mm Saw Cut | 6.3 | 7.2 | 5.0 | 7.2 | 9.6 | 7.3 |  |
| 40mm Saw Cut | 7.6 | 9.7 | 8.5 | $[1.6$ | 13.0 | 13.6 |  |
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## TRACT

Programmable Gate Arrays (FPGAs) have some difficulty with the implementation of ng-point operations. In particular, devoting the large number of slices needed by floating-point Iipliers prohibits incorporating floating point into smaller, less expensive FPGAs. An -rative is the Logarithmic Number System (LNS), where multiplication and division are easy Gast. LNS also his s the advantage of lower power consumption than fixed point. The problem LNS has been the implementation of addition. There are many price/performance tradeoffs in LNS design space between pure software and specialised-high-speed hardware. This paper s on a compromise between these extremes, and on a small RISC core design (loosely red by the popular ARM processor) in which only 4 percent additional investment in FPGA res beyond that required for the integer RISC core more than doubles the speed of LNS Eon compared to a pure software approach. This approach shares resources in the data path of wo-LNS parts of the RISC so that the only significant cost is the decoding and control for the instruction. The preliminary experiments suggest modest LNS-FPGA implementations, like lgorithms under consideration, are more cost effective than pure software and can be as cost tive as more expensive LNS-FP'GA implementations that attempt to maximise speed.
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## INTRODUCTION

The Logarithmic Number System (LNS) uses inexpensive hardware for multiplication: an adiz [Pal 2000]. This is possible because the sum of logarithms is the logarithm of the prodes $\log (x)+\log (y)=\log (x y)$. LNS can be more cost effective and less power-hungry than fixed-floating-point for multiply-intensive signal-processing applications, including sound and scres computations (constrained by the limited resources of portable communication devices like Wh phones) where moderate accuracy is acceptable [Kadlec].
However, rzultiplication is not the only arithmetic operation such multimedia applications requir There is usually about an equal mix of addition and multiplication. One approach would be convert to the logarithmic format only for multiplication, and convert back to conventional fix $=$ point for the summation [Pan 1999]. This has two drawbacks: two conversions, each requiring look-up table (LUT), are required at each multiplication, and the resulting fixed-pos representations often requires more bits (and correspondingly more power for transmission). fact, logarithmically-based formats, such as $\mu$-law encoding, have been used in telecommunicati for decades because of the compression they afford compared to fixed-point methods like PCM. For the multimedia and signal-processing applications are interested in, the number of input valur given to an algorithm is much smaller than the number of additions and multiplications perform on these values. For example, it might have $\mathrm{O}\left(\mathrm{n}^{3 / 2}\right)$ computations for $\mathrm{O}(\mathrm{n})$ inputs and outpu Thus, it is desirable from a power-consumption standpoint to keep data in the more compres logarithmic format during addition as well as during multiplication, and only convert to fixed-p at the end of the computation.
The problem is that LNS addition also requires LUTs [Kadlec, Waz 1995]. Yet FPGAs, the cent component in reconfigurable computing, are rich in LUTs [Sto 1988]. Three ways to impleme LNS are listed by increasing speed (and cost):
1- Software running on LUT-based RISC;
2- Hybrid software with some LUT-based hardware dedicated to LNS; and
3- LUT-based hardware dedicated to LNS [Kadlec].
This paper will discuis such FPGA design alternatives using LNS arithmetic. For design rea between these alternatives, it synthesize the FPGA aspects of the design from a high-level (C-Eie notation, known as implicit-style Verilog, using a tool called VITO [Arn 1997] to create hardware state machines automatically.
It is investigate in this paper the implementation of a conventional CPU inside the FPGA togeter with some unconventional hardware for LNS. This paper describes using an FPGA to impleme RISC core inspired by a subset of the Advanced RISC Machine's ARM microprocessor [ 2 Rather than simply emulating the ARM, this core is intended to be a platform for an experimmeasuring the cost-effectiveness of LNS arithmetic. Thus, it named this project the ARM Was alike Experiment (AWE) The ARM has been the subject of other academic-design experime [Woo 1997] and has compiler tools available; also ARM is popular in many multimedia system-1
chip applications where LNS may be useful. Such applications typically need a large memory space for software and data, and thus must assume the logarithm tables required by LNS can fill in what otherwise might be wasted space in a large fixed-size memory chip. AWE is presently targeted for the Virtex-300-FPGA-based VW-300 board from Virtual Computer Corporation. This excellent board has a 1 MBx 16 external RAM. Since LNS tables occupy an insignificant fraction of this external memory, relatively modest FPGA resources yield numeric speed-up compared to conventional techniques. Putting tables onto the FPGA instead accelerates operations further but at significant-I.UT cost. Thus, LNS offers a range of tradeoffs for reconfigurable computing not possible with conventional arithmetic techniques.
AWE reconfigures the meaning of some instructions to assist with LNS implementation. Some flexibility appeared because the processor is implementing only as the configuration of an FPGA. The only constraint is that the instructions under consideration reconfigure should not be ones that are commonly generated by the compiler. For example, the Add-with-Carry (ADC) instruction of the ARM instruction set is infrequently used. It is possible to replace the ADC instruction with a sequence of a few other instructions in the rare instances in which ADC is required. Thus, one option for introducing LNS into our system would be to reconfigure the opcode of the ADC instruction to implement logarithmic multiplication, reducing signed LNS multiply from five cycles to one using insignificant FPGA resources. The ARM instruction set also includes coprocessor instructions, and it will focus on whether it is cost effective to reconfigure this opcode to implement logarithmic addition.
The essential idea with LNS is to convert values into logarithms once and keep them in this representation throughout the entire computation. For example, when a positive value $X$ is input, it is converted into $x=\log _{6}(X)$. I use capital letters for variables that describe values perceived by the end user, and lower case for the LNS representation. LNS multiplication and division are easy, involving only the addition or subtraction of the logarithmic representation, with some special cases to deal with signs and overflow. (These cases are why reconfiguring the ADC instruction may be desirable.) These special cases are ignored since they have been covered elsewhere [Am Aug. 1992, King 1971]. Given the LNS representations, $x=\log _{b}(X)$ and $y=\log _{6}(Y)$ of the positive values, $X$ and $Y$, the representation of the product can be formed simply as $x+y$. The difficult part of LNS is the implementation of addition. LNS addition involves the following steps:

Obtain $z=y-x$, which corresponds to $\log _{6}(Z)=\log _{6}(Y / X)$.
Approximate $s_{b}(z)=\log _{b}\left(1+b^{z}\right)$, which corresponds to $\log _{b}(1+Z)=\log _{b}(1+Y / X)$.
Obtain $y=x+s_{b}(z)$, which corresponds to $\log _{b}(X(1+Y / X))=\log _{b}(X+Y)$.
The benefit of this algorithm is that it only needs one lookup from a table (step 2), instead of the three lookups for the more natural approach, $\log _{b}(X+Y)=\log _{b}\left(b^{x}+b^{y}\right)$.
Two facts affected early LNS implementations [King 1971]: 1) practical results for many applications can be achieved using low-precision LNS, and 2) prices were low enough that directmemory lookup could approximate $s_{b}(z)$ for such low-precision systems. Since its memory requirements grow exponentially with word length, high precision cannot be obtained with directmemory implementation.
Over one hundred papers [xlns] have described variations on LNS techniques, with many showing sow to approximate $s_{b}(z)$ at lower cost than direct lookup. The most common improvement is that ee size of the $s_{b}$ table can be cut in half [King 1971] (without affecting accuracy) by interchanging and $x$ so that $z$ is positive because $s_{b}(-z)+z=s_{d}(z)$. Since

$$
\begin{aligned}
s_{b}(z)= & z, \\
& z \rightarrow \infty
\end{aligned}
$$

Eus $s_{b}(z) \approx z$ for large $z$, the entire domain of $z$ need not be tabulated [Tay 1988]. Also, tterpolation [Arn june1992, Lew 1990, Lew 1994] can increase precision possible with smaller able size than direct lookup.

Power consumption and battery life are important issues in the design of large FPGA system Recently, Palourias showed that LNS-based circuits can consume less power than a compana fixed-point (scaled integer) representation since, on average, the high-order bits of LNS-wate exhibit less switching activity [Pal 2000].
LNS is most naturally compared [Arn Aug.1992] against floating-point arithmetic, which typically larger and more accurate than fixed-point arithmetic. The goal of this project is implement LNS arithmetic on the AWE in a 32 -bit format that is roughly as precise as the $32-3$ single-precision floating-point format of the IEEE-754 standard ( 23 bits of precision). considered both a software LNS implementation on a version of the AWE that lacks any spea hardware devoted to LNS, and a hardware implementation of LNS for an alternate version of 3 AWE that consumes only modest additional FPGA resources.
It is also considered how aggressively the designer should pursue high-speed hardware solutioss LNS arithmetic by comparing the modest LNS hardware to a more sophisticated (and expens LNS design in the literature [Kadlec] implemented in the same FPGA family as our design.

## AWE INSTRUCTION SET ARCHITECTURE

This section describes the non-LNS aspects of the AWE core. The AWE is a 32-bit microproces that supports a subset of the ARM's instruction set. It must be chose this subset to be large ena to run the benchmark programs i were interested in and to enable faithful emulation of those A instructions that it did not implement in hardware. Like the later versions of the ARM, the A supports a full 32 -bit address space. (Early versions of the ARM supported a 26 -bit address spe with the processor's state in the high bits.) The AWE has sixteen general-purpose registers which R15 acts as the program counter. Unlike the ARM, the AWE does not have additi registers used for supervisor mode, but instead saves the processor's state in memory. following describes the binary-compatible instructions of the AWE that behave identically to 4 of the ARM and describes those ARM instructions not implemented in hardware on the AWE
The primary class of instructions for the AWE is the data-processing instructions. Like any processor, these instructions operate on two operands with the result going into a third register. example,

ADD R1,R2,R3
AND R4,R5, 15 ROR 2
SUB R6,R7,R8 LSL 7
There are 16 such AWE instructions, either involving only an addition/subtraction or a Bool operation. The last operand can be a (possibly rotated) 8 -bit immediate value or a reg (possibly shifted/rotated a fixed distance). Unlike the ARM, the AWE does not support shiftim rotating by a variable distance, but, as explained below, the AWE has provisions for sotad emulation of ARM instructions not implemented in hardware.
The second class of instructions on the AWE is the multiply/accumulate instruction:

## MUL R1,R2,R3 <br> MLA R1,R2,R3,R4

The latter instruction is the only AWE instruction implemented in hardware that processes operands. Like early versions of the ARM, the AWE only multiplies unsigned 32-bit producing only the low-order 32 bits of the product.

The third class of instructions on the AWE is for relative branch instructions:
BL label
The branch-and-link instruction (BL) saves a return address in R14. The ARM lacks a halt, bar is useful for testbenches. I have defined a branch back to itself (eafffffe) as the halt for the AME
B label
final class of instructions on the AWE is the load/store instructions:
LDR R1,[R2,4]
STR R3,[R4],-4
AWE supports pre- and post-increment and decrement modification of the index register by an igned 12 -bit constant. The AWE also supports pre-indexed addressing without modification of indexed register. Unlike the ARM, the AWE does not support modification of the index register another register.
AWE supports conditional execution of instructions, based on four bits of the program-status ister (negative, zero, carry and overflow). These bits are optionally set by data-processing or Itiply instructions. The sixteen conditions supported include signed and unsigned inequality.
AWE does not support multi-register transfer, swap or supervisor mode instructions. The non-
$\$$ version of the AWE does not support the coprocessor instructions and raises an exception if a sgram attempts to execute such an instruction.
though the AWE does not support special supervisor mode instructions, it does have a primitive Fervisor mode used for unimplemented instruction traps and external interrupts. The way in ich the AWE supervisor mode processes interrupts is completely different from the way the RM supervisor modes process interrupts.
the ARM, an interrupt causes a subset of the registers to be switched for a bank of supervisor Esters. For "FIQ" :iterrupts, R8-R14 are switched, with R14 containing the return address. In $=$ other four interrupt modes, R13-R14 are switched. So, in total, there are $16+(14-8-1)+4^{*}$ $+13-1)=31$ ARM registers, of which only 16 are available to the software at any instant. hough this makes the ARM well suited for context switching, the complexity of this scheme Fies the hardware realisation of this on an FPGA undesirable.
Fead, the AWE uses a minimalist technique borrowed from the classically elegant PDP-8 E-1 1971]. On that machine, an interrupt causes the return address to be saved at a fixed location memory and execution to proceed from the location following the return address with the errupt flag disabled. Interrupts can only occur when the interrupt flag is enabled. The interrupt provides a semaphore that controls writing to that fixed location. The PDP-8 returns from the erupt service routine by turning the interrupt flag back on and doing an indirect jump through fixed lo ation in memory.
the AWE, an interrupt causes the program counter, R15, to be saved at a fixed location in trory and execution to proceed from the following location. Because the AWE implementation ipelined, the value of the R15 at that moment is somewhat offset from the correct return address, the correct address can be computed from the information saved in memory. The AWE ruction set includes load instructions with relative addressing (pre-indexed R15 without Eification). When R15 is loaded by such an instruction, the effect is identical to a jump indirect.
rexample, if the following AWE code is located so that the label UR15 is at the address where
thardware saves the user's R15 and ISR is the label where the hardware resumes execution after exception:

$$
\begin{array}{ll}
14 & \text {;saved user R14 } \\
\text {;AWE saves user R15 here }
\end{array}
$$

STR R14,[R15,-16] ;save user R14 in UR14
DR R14,[R15,-16] ; iget UR15 into R14
UB R14,R14,12 ;adjust ret addr for pipe
STR R14, [R15,-24] ;ret addr to UR15
DR R14,[R15,-32] ;restore UR14 into R14
DR R15,[R15,-32] ;indirect jump to UR15
;LDR R15 supervisor off

Execution proceeds at the label ISR; the interrupt will be processed; and the user's R14 will saved by the software in UR14. Of course, a realistic service routine would have more details a place indicated by the ellipsis (which must be empty for the offsets to be correct here). To exiz user's state is restored (in this case, just the restoration of UR14 into R14 is shown). The fina to resume execution of the user's code is the LDR R15. The AWE has a feature of the LDR instruction not present on the ARM: the LDR R15 instruction turns supervisor mode off on AWE. This feature causes no problems with a user-mode program having an LDR R15 instne This feature does mea. that LDR R15 can only be used in AWE supervisor mode for the purpes returning to AWE user mode, as shown above.
Because this return address scheme is non-reentrant. AWE interrupts (and unimplens instruction traps) can only occur in user mode. All supervisor software must be restricted $n=17$ instructions supported by the hardware. In order to support ARM supervisor mode soffez should be possible to write a small kernel that runs ARM supervisor modes under AWE user

## VERILOG CODING

The design was done in the implicit style of Verilog [Arn 1999], which allows easy coun register transfers in an Algorithmic State Machine (ASM). It has a register file with two reat and one write port. The register file is simply declared as reg[31:0]r[15:0]. At present. chosen a pi, eline depth of 3 stages (instruction fetch, instruction decode, execution) as was a early versions of the ARM. For example, the execution stage for the following:

## ADD R1,R2,R3 <br> SUB R4,R1,1

will cause the Verilog non-blocking assignment, $\mathrm{r}[1]<=$ 'NCLK $\mathrm{r}[2]+\mathrm{r}[3]$, to execute in as (reading $\mathrm{r}[2]$ and $\mathrm{r}[3]$ in the same cycle that the sum is written back into $\mathrm{r}[1]$ ). Then. in cycle (when $r[1]$ contains the sum) the non-blocking assignment $r[4]<=$ NCLK $r[1]-1$ wil again causing two reads and one write. It is may decide to increase the pipeline depth in increase the clock frequency, but my initial experiments suggest that a depth of 3 stages is to at least 25 MHz . (The B instruction is natural [Am 1999] for a pipeline depth of 3, altho versions of the ARM, such as the StrongArm [Mon 1997], went to a pipeline depth of 5 in operate above 200 MHz .)
The starting point for our design of the AWE was the tiny textbook example of an AR3 [Arn 1999]. That example was intended to be an illustration of the concepts of pipelined ece and it only supports $\mathrm{ADD}, \mathrm{SUB}, \mathrm{MOV}$ and B instructions and the N bit in the progran register. That example does not implement the logical, compare, shift, load, store, subprogram instructions. That example assumes that the program counter is physically po register file and that the ARM could be regarded as a Harvard architecture. The loat multiply and subprogram instructions use multi-cycle implementation on the AWE (as on fer ARM). My reconfigured LNS instruction also uses a multi-cycle implementation. Like the ARM, the AWE is a Princeton architecture, with the same memory used to se programs and data. I made the implementation choice that there is only one port to $8=$ memory. Because of the one-port memory, LDR and STR instructions on $\sin ^{-}$ (as on the ARM) take multiple cycles (one to fetch the instruction, another to calculate the address and a third to access the data). R15 is not the actual program counter on the AmZ instructions that modify R15 (such as the LDR R15 above) cause the AWE to copy the from R15 back into a separate program counter in an extra state that only occurs fer similar way, the BL instruction takes an extra cycle to save the return address EI multiply/accumulate on the AWE performs the multiply of two register operands inserting an appropriate ADD instruction in the pipeline to fetch the fourth operand the implem. ntation is similar to microcode. The features of the AWE listed in lat
quire multiple states to implement. The ease with which the implicit style allows design of a oplex-state machine is an important factor. Unlike a pure multi-cycle implementation, the AWE tenter and leave these special states aware of the contents of the pipeline, and this complicates state machine considerably.
other version of the AWE that is augmented with an LNS-addition instruction also uses multie implementations, similar in complexity to the integer multiply/accumulate. It was possible to Frrate this quickly into the AWE because of the convenience of the implicit style of Verilog.

## FTWARE IMPLEMENTATION

ar interpolation computes $s_{b}\left(z_{H}\right)+c\left(z_{H}\right) \cdot z_{L}$ as an approximation for $s_{b}(z)$, where $c\left(z_{H}\right)$ is the of an interpolation line and $s_{b}\left(z_{H}\right)$ is obtained from a table in RAM. Here i split $z$ into two foint components so that $z=z_{H}+z_{L}$, where $z_{H}$ is the high portion of $z$ used to access the table and sote that $0 \leq z_{L}<\Delta=2^{-N}$ ) is the low portion which is multiplied by the slope. The division treen $z_{H}$ and $z_{L}$ occurs $N$ bits after the radix point. It is do not considered partitioning [Bell [7]. Am 1999], which is a more complicated form of interpolation in which $\Delta$ varies depending
tere are several alternative forms of interpolation, which differ in how $c\left(z_{H}\right)$ is defined and in how th accuracy it can guarantee for the result. For example, choosing $c\left(z_{H}\right)=s_{b}^{\prime}\left(z_{H}\right)$ gives $2 N+3$ of accuracy. Instead, it will be use Lagrange interpolation, which gives $2 \mathrm{~N}+5$ bits. The linear[range approach computes $c\left(z_{H}\right)$ as $\left(s_{b}\left(z_{H}+\Delta\right)-s_{b}\left(z_{H}\right)\right) / \Delta$. Thus a choice of $N=9$ gives 23 of accuracy, which is roughly what IEEE-754 provides, leaving 23-9 = 14 bits for $z_{L}$. (Lewis 19941 argues for better-than-floating-point accuracy, which can be achieved with larger table guard bits.) Here is the AWE code for the INS addition algorithm without using any LNSfic instructions:

$$
\begin{array}{ll}
\begin{array}{ll}
\text { BS R2,R2,R1 } & \text { R2 }=z=y-x \\
\text { DDMI R1,R1,R2 } & ; \text { if }(x>y)\{R 1=y \\
\text { SBMI R2,R2,0x00 } & ; \quad z=|z|\}
\end{array}
\end{array}
$$

IP R2,0xcf ROR 12 ; if $z$ is big
L ; skip interpolate
R4,R2 LSR $14 ; \mathrm{R} 4=\mathrm{zH}=2 \gg 14$
B R2,R2,R4 LSL $14 ; \mathrm{R} 2=\mathrm{zL}=\mathrm{z}-(\mathrm{zH} \ll 14)$
D R6,R3,R4 LSL 2 ;R6=addr $+(2 \mathrm{H} \ll 2)$
R5,[R6],0x004 ;R5 $=\mathrm{sb}(\mathrm{zH})$
R4,[R6],0x000 ; R4 = sb(zH $+\mathrm{D} t)$
R4,R4,R5;c(zH)=(sb(zH+Dt)-sb(zH))/Dt ther
R6,R4,R2 $; \mathrm{R} 6=\mathrm{c}(\mathrm{zH})^{*} \mathrm{zL}$
R...,R5,R6 LSR $14 ; \mathrm{R} 2=\mathrm{sb}(\mathrm{z})$

DD R0,R1,R2 $\quad$ R0 $=\min (x, y)+\operatorname{sb}(z)$
erning R1 contains $x, \mathrm{R} 2$ contains $y$ and R3 contains the starting address of the $s_{b}\left(z_{\mu}\right)$ table, the Erional instructions (ADDMI and RSBMI) put the absolute value of their difference (z) into R2 the smaller of the two of them into R1. The compare and branch instructions avoid polation when $z$ is outside of the domain in which the function needs to be tabulated. The wing seven instructions implement the interpolation formula. The final ADD combines the polated approximation for $s_{b}(z)$ with the minimum of $x$ and $y$, forming the logarithm of the sum and $Y$. On the AWE, the LDR instruction takes three cycles, and the 32 -bit integer multiply 36 cycles. (In order to simplify its implementation, the AWE does not exit early on slication in the way the ARM docs-the testing of the 32-bit word would slow the cycle time
in our FPGA implementation.) The other eleven instructions are single cycle. The total time for 2 LNS-addition software on the AWE is 53 cycles.

## FPGA IMPLEMENTATION

An advantage of an FPGA is that its functionality can be reconfigured to optimise operations are important for the application at hand. In this case, the LNS-addition algorithm (inclas interpolation) can be transformed from the above software into equivalent Verilog, making 1 addition part of the instruction set of the AWE. This has the potential to speed up the operatiss FPGA implementation allows some steps that were done sequentially in $\$ 4$ to proceed in paraing For example, the summing of $s_{b}\left(z_{H}\right)$ to the minimum of $x$ and $y$ occurs simultaneously with 3 fetching of $s_{b}\left(z_{H}+\Delta\right)$. Also, the first three instructions are reduced to one or two cycles in 3 hardware implementation as shown in the following implicit Verilog code:

```
else if (ir1[27:24] = 4'b1110)
begin
    ir2<= 'CLK{12'hf05,ir1[19;0]};
    //NOPed SUB --same ops as LADD
    @ (posedge sysclk) 'ENS;
    t<= 'CLK 'PC;
    minreg < ' 'CLK ir1[3:0]; //Y
    maxreg <= 'CLK ir1[19:16];//X
    z<= 'CLK aluout; // X-Y
    ir2 < ' CLK {12'hf06,ir2[19:0]};//RSB
    if (aluout[31])//msb from SUB
        begin // `> X, use RSB aluout
        a(posedge sysclk) 'ENS;
        maxreg <='CLK irl[3:0];//Y
        minreg < ='CLK ir1[19:16];/X
        z<= 'CLK aluout; //Y-X
```

        end
    end
    Here, 'ENS indicates Entering a New State, irl is the instruction register for the decode stage 1 pipeline (ir1[19:16] points to the register that contains $X$ and ir1[3:0] points to the regise contains $Y$ ), ir2 is the instruction register for the execute stage of the pipeline (ir2[25:20] dene which data-processing operation the AWE's ARM-compatible ALU performs: 05 is subtan and 06 is reverse subtract, $Y-X$ ), aluout is the output from that ALU, and minreg and maxer a $=$ bit pointers to registers that contain $\min (X, Y)$ and $\max (X, Y)$, respectively. The above cota SUB and RSB instructions into the instruction register to obtain $z$. It takes an extra cycle $=$ roles of $X$ and $Y$ need to be interchanged in order to make $z$ positive. Together with shown above, it takes seven or eight cycles outside of the multiplication for LADD to Since $z_{l}$ only needs 14 bits, the multiply in the interpolation can stop after 14 cycles. total time for the Logarithmic-Add instruction (LADD) is either 21 or 22 cycles. Unlike the actual coprocessor instructions of the ARM, LADD on the (coded in the coprocessor group, 1110) accesses the processors' general-purpose (A few additional internal registers that are not accessible to the programmer, like maxreg, are also used.) To simplify the design of LADD, it was assumed that the detis different register than the registers that contain $X$ or $Y$, and it was also assumed that eithere
ferand register of the of thanged for $u$ Eause this is moessor and its designs we I=Xilinx Virtex
erand registers may be used by LADD as a scratchpad. LADD chooses the one that contains the r of the operands (pointed to by maxreg) as the scratchpad, leaving the minimum value hanged for use at the end of the logarithmic addition algorithm. (Such assumptions are possible cause this is an FPGA-RISC implementation, where optimisations may be shared between the cessor and its software-a luxury not possible for conventional processors.)
th designs were synthesised for the Virtual Computer Corporations' VW-300 board, which uses Xilinx Virtex-300 FPGA. This FPGA has 3,072 logic slices.

Table 1. Comparison of Implementations (Assuming these are placed and routed in the same V300 chip)

|  | $\begin{array}{\|l} \hline \text { AWE } \\ \text { no LNS } \\ \hline \end{array}$ | AWE with LNS | $\begin{gathered} \text { LNS/noLNS } \\ \text { ratio } \end{gathered}$ | HSLA |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (ALU only) AL | ALU+AWE |
| Hz | 27 | 25 | 0.92 | 17 | 17 |
| tres | 53 | 21-22 | 0.4 | 8 | 8 |
| Fres | ${ }_{19}$ | 27 | 1.4 | n/a | n/a |
| Iices | 2,471 | 2,560 | 1.04 | 2,325 | $4,796$ |
| FGA utilisation Ito-flops | $80 \%$ 784 | $83 \%$ | 1.04 | $75 \%$ | won't fit |
| fr-flops | 784 3,651 | 850 3,875 | 1.08 | $\mathrm{n} / \mathrm{a}$ |  |
| tres | 35,114 | 3,875 37,045 | 1.06 1.05 | n/a | $\mathrm{n} / \mathrm{a}$ |

a = not available)
Cycles indicate how many clock cycles are required to perform the logarithmic addition ation. The States are the total number of states in the state machine that controls the hardware. Is the internal lookup tables used as the basic component of the FPGA. A slice consists of plus other logic and flip-flops. The equivalent gates are those reported by the Xilinx esis tool, and should be viewed as only a hypothetical estimate of the complexity of the

3 cycles for the software implementation does not include one cycle to initialise R3 to contain ddress of the table. This cycle is not needed in the hardware implementation because, unlike a mercial VLSI processor, an FPGA processor can be resynthesised to customise the table ess for a particular software program. This is one of the advantages of the reconfigurable pach-A CISC instruction like LADD need not be quite so complex because i can make some lifying assumptions.
LNS-addition aspect of the AWE shares many resources with its non-LNS-aspects. The tinal cost of implementing LNS addition is only $2,560-2,471=89$ slices because of this urce sharing. These slices are mostly devoted to implementation of the extra states of the rithm.
present design does not implement subtraction. Although for the same accuracy, subtraction more of the external memory than addition ${ }^{10}$, the algorithmic complexity of subtraction is r to addition. It can thus estimate that at most another 89 slices would be required for raction, yielding a total of $2,560+89=2,649$ slices

## MPARISON WITH OTHER LNS FPGAS

are a few other reports in the literature of FPGA implementations for LNS arithmetic with the AWE might be compared. Wazlowski et al. [Waz 1995] report much more limitedion use of LNS than that proposed here in a re-configurable platform specialised for hidden$v$ speech recognition.

Kadlec et al. [Kadlec] report a 32-bit LNS ALU, with comparable precision to the considered here. It is based on a design promoted by the HSLA project [ $\operatorname{col} 2000$ ], and like 18 design, has the logarithm tables residing off-chip. Kadlec synthesized this for a larger membe the same family of FPGAs used here, and thus can be compared to my design. (A more re version of Kadlec's design uses Virtex-E part, and thus cannot be compared directly to my des The available data for Kadlec's original design [Kadlec] is shown in the right column in Tah above. The clock frequency is roughly two-thirds of that in my design. Kadlec appears to significant portion of the resources in a fast integer multiplier for quadratic interpolation, and given the limitations of the FPGA, is only able to achieve 8 -cycle operation. It shoult remembered that Kadlec only implements an ALU-there is no processor mentioned to contril operation. A fairer comparison is one between my AWE and Kadlec's ALU plus a proces Since he reports no processor, let us assume that he is using a processor of the same size as the $\frac{1}{2}$ LNS AWE. Since his ALU and processor stand alone from each other, this combination w require $2,325+2,471=4,796$ slices.
The LNS AWE can achieve $25 / 21.5=1.16$ MFLOPs using no more than $2,560+89=$ (including the estimate for subtraction) slices. Kadlec's ALU with a processor could achieve 2.125 MFLOPs using no more than 4,796 slices. A reasonable figure of merit to compare 3 against the LNS AWE is MFLOP/slice. This is roughly 4.4-10 for either system. Thus $\mathbb{I}$ no more cost effective than the LNS AWE. In contrast, my non-LNS AWE with softwart a lower figure of merit: $2 \cdot 10^{-4}$. Thus $i$ conclude that it pays to move from softwary $=1=$ hardware reconfiguration (which is done easily within my V300 FPGA), but there is $m=0$ gain in developing a system as complex as Kadlec (which would require a larger, $\quad$ mase FPGA).

## CONCLUSIONS

In this paper the results shown that a modest investment in FPGA resources, on top dede required for a minimal integer-RISC processor, allows significant improvement implementation of LNS arithmetic. For the particular example of 32 -bit LNS, an increase of 4 percent of the FPGA's resources allows a speedup of about 2.5 for logarithmic addition improvement is possible because a significant amount of the resources required can be share the non-LNS RISC core. In contrast, an earlier attempt [Kadlec] to make a faster LNS ALU at a much higher FPGA cost. Since the justification for LNS must be stated in terms of a effectiveness, this preliminary experiment with AWE suggests that a faster LNS implemet [Kadlec] is no more cost effective than an economical implementation (like mine). Since takes half the FPGA resources (in a similar RISC-processor context), my design can be smaller, less expensive FPGAs, such as the Virtex-300 used in our experiment.
Were able to conduct this experiment rapidly because of the convenience of the implicit Verilog, which allows efficient multi-cycle state machines to be coded in a natural algor form. The enhanced preprocessor described in the following appendix (VITO 1.4) enables $\quad$ implicit Verilog to produce a one-hot state machine that is accepted by a conventional synthe (in my case, Xilinx's WebPack). VITO is available for download [Arn 1997], as is [Xil 1999].


## APPENDIX. ENHANCEMENTS TO VITO

In order to synthesize the AWE, i had to extend the semantics of my VITO preprocessor bez previously published [Arn 1997, Arn 1999] specifications to cope with memories. As an of this extension, let's consider something much simpler than the AWE. Here is a sex nonsensical, machine specified in implicit Verilog (the macros 'ENS and 'CLK are es elsewhere [Sto 1986]):
reg [31:0] a;

## $\pi \mathrm{zg}$ [31:0] data1, data2;

```
always
begin
    @ (posedge clk) 'ENS;
    a <= 'CLK datal;
    @ (posedge clk) 'ENS;
    a<= 'CLK data2;
```

end
labels on the left correspond to wires in a one-hot controller. The previous version (1.2) of 70 creates a one-hot controller and a corresponding datapath that implements the algorithm sified in implicit-style Verilog. Here the controller has two states, one for each posedge clk)'ENS. The datapath has only the one register, $a$, in this example. For the above plicit Verilog source code, all versions of VITO (including the improved version 1.4 scribed here) translate this into a one-hot controller, with two outputs, whose names are based on
= statement numbers of the original Verilog (s4 and s6 here), as shown in Fig. (1):


Fig (1). A two-state one-hot controller.
=asynchronous reset makes sure that the flip flop for the starting state contains a one in the first k cycle and the other flip flop(s) contain zero(s). (An additional flip flop involved in the reset is shown.) Control statements, such as if or while, would cause the corresponding one-hot roller to be more complicated. The outputs of the controller are used to tell the datapath what
The difference between older versions of VITO and the new version used here is in the path. VITO 1.2 generates the datapath by extracting all the non-blocking assignments red by destination). These then specify continuous assignment(s) to wire(s) (whose names ve from the concatenation of "new_" to the destination register):
[31:0] new_a;
gn new $\mathrm{a}=\mathrm{s} 4$ ? datal $: \mathrm{s} 6$ ? data $2: \mathrm{a}$;
corresponds to a series of two input multiplexors, as shown in Fig. (2).


Fig (2). A datapath that corresponds to Figure 1.
= wire (new_a) is the Q input to the destination register (whose D output is a in this case):
[31:0] a;
Days @(posedge clk)

$$
\mathrm{a}<=\text { new_a; }
$$

Although this works adequately for simple designs up to the complexity of accumulator-b general-purpose computers [Arn 1999], this datapath-generation technique is not powerful enare to handle the Verilog coding for the register file of a RISC processor in a correct fashion. example, different addresses may be used to access the register file in different states:

```
    reg [31:0] r[15:0];
    reg [31:0] datal, data2;
    reg [3:0] addr 1,addr2;
sl: always
s2: begin
s3:@(posedge clk) 'ENS;
s4: r[addrl]<m 'NCLK datal;
s5:@(posedge clk) 'ENS;
s6: r[addr2] <= 'NCLK data2;
s7: end
```

For simulation, a different macro, ${ }^{\text {NCLK, }}$, is required when the destination is a memory, $\mathrm{r}[$ addr1]. The first state assigns the value datal to the register whose number is specified by The second state assigns the value data2 to a different register given by addr2. For inse situations like this occur in the coding of the AWE between data-processing and branch-antinstructions. Using VITO 1.2 with the above would generate the following erroneous code:
wire [31:0] new r [ $15: 0$ ];
assign new_r[addr1]=s4 ? datal : m[addr1];
assign new_r[addr2]=s6 ? data2 : m[addr2];
This is illegal since Verilog does not allow an array of wires. In order to overcome this restricien developed a new version (1.4) of VITO that generates the datapath in a new way:

```
reg [31:0] r;
always@(posedge clk)
begin
    r[addrl] < s4 ? data1 : r[addr1];
    r[addr2] < s s6 ? data2 : r[addr2];
    end
```

The semantics of the non-blocking assignment allow these separate assignments to be together ints a single always block. This coding style is compatible with the IEEE P1364. 1 synthesis standard, and should be synthesizable by any commercial tool that accepts only style.
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# ANODIZING OF ALUMINUM-MAGNESIUM ALLOY USING CHROMIC ACID PROCESS 
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#### Abstract

Aluminum-magnesium alloy has been anodized using chromic acid as an electrolyte. The effect of voltage in the range of $15-60 \mathrm{~V}$, electrolyte concentration in the range of $20-110 \mathrm{~g} / \mathrm{l}$, electrolyte temperature in the range of $30-60^{\circ} \mathrm{C}$ and time of exposure in the range $25-85$ minutes on the coating weight of the anodic film are studied. The experimental data was fitted in terms of the coating weight and the coefficients of third order polynomial are estimated. Optimum conditions of the studied variables are predicted and found equal to $32 \mathrm{~V}, 85 \mathrm{~g} / .50^{\circ} \mathrm{C}$ and 70 minutes.
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## INTRODUCTION

The main processes in use for the anodizing of aluminum employ solutions of sulfuric acid, chromic acid or a mixture of sulfuric acid and oxalic acid as electrolytes. Other processes have been used in specific applications. The chromic acid process is used where a bigh resistance to corrosion is required with a minimum loss of metal section. They are also used where an enamel-like decorative finish is required and for the detection of flaws in castings and for the treatment of riveted and other assembled parts (Canning. 1970; Al Anodizing Council 2001).
The chromic acid anodizing process for corrosion protection of structural aluminum alloys was invented and subsequently patented by Bengough and Stuart in 1923. Their process utilized a complex voltage control procedure for time intervals applied to aluminum alloys in a $3-5 \%$ by weight chromic acid aqueous solution operated at $38-42^{\circ} \mathrm{C}$, the voltage is increased in steps from 0 to $40 / 50$ volts (Henley, 1982). In 1937, Robert W. Buzzard at the National Bureau of Standards found that by increasing the chromic acid concentration to $10 \%$ by weight, the complicated voltage variance cycle could be eliminated and the process time decreased ( $10 \%$ chromic acid process). Their process operated at a temperature of $55^{\circ} \mathrm{C}$ and 30 volts (Canning, 1970).

The universal chromic acid anodizing process invented and subsequently patented by furns and Forrester in 1981. This invention provide a universally acceptable chromic acid anodizing process that could be employed for all of the aluminum alloy parts that were to be anodized. A universal process involves a $3-20 \%$ by weight chromic acid. In general the optimum conditions obtained were: $20 \mathrm{~V}, 40^{\circ} \mathrm{C}$ and 45 minutes. It should be noted that an applied voltage value of 20 V was due to the fact that the alloys used have a relatively high content of total alloying element ( $7.5 \%$ ).
Sulfuric acid anodizing requires $600 \mathrm{mg} / \mathrm{ft}^{2}\left(64.6 \mathrm{mg} / \mathrm{dm}^{2}\right)$ to provide corrosion resistance equivalent to $200 \mathrm{mg} / \mathrm{ft}^{2}\left(21.5 \mathrm{mg} / \mathrm{dm}^{2}\right.$ ) for chromic acid anodizing as stated in Mil-A-8625 (Defence Dept. USA, 1993). Unlike the sulfuric acid process, in the chromic acid anodizing, any electrolyte remaining after inadequate washing, or due to seepage from flaws in the metal, will leave an easily detected yellow stain. For this reason this process is mandatory for anodized items which will be in contact with explosives, propellants or pyrotechnics and is preferred for anodized items which are to remain in close proximity to explosives, propellants or pyrotechnics (Ministry Of Defence UK, 1997) .
In this investigation the coating weight of anodic film of aluminum-magnesium alloy in chromic acid anodizing process was studied. The effect of the operating conditions on the coating weight were also stidied and optimized.

## EXPERIMENTAL WORK

The specimens used for this study were aluminum-magnesium alloy cut into a dimension of ( $12 \times 1$ $x 0.24) \mathrm{cm}$. The analysis of aluminum-magnesium alloy by weight percent as follows; aluminum $98 \%$, copper $0.023 \%$, zinc $0.45 \%$, magnesium $1.51 \%$, lead $0.002 \%$ and silicon $0.015 \%$.
The variables studied were: voltage, temperature, acid concentration and time. The first three variables were studied by factorial method and the last variable was studied at the best conditions of the first three. Their arrangement is shown is as shown bellow.
The range of the operating conditions studied were as follow:
$\mathrm{X}_{1}=$ Voltage (V)
$\mathrm{X}_{2}=$ Acid concentration $\left(\mathrm{C}_{\mathrm{A}}\right)$
$\mathrm{X}_{3}=$ Temperature ( T )
$\mathrm{X}_{4}=$ Time ( $t$ )

The relationships between the coded levels and the corresponding real variables as follows:
$X_{\text {Limbeat }}=\frac{3\left(X_{1, \text { achow }}-37.5\right)}{22.5}$
$X_{2 \text { comad }}=\frac{3\left(X_{2 \text { aravi }}-65\right)}{45}$
$X_{3, \text { cubed }}=\frac{3\left(X_{3 . \text { oxamir }}-45\right)}{15}$
$X_{4,0 \mathrm{wh}}=\frac{2\left(X_{4, \text { acosat }}-55\right)}{30}$

## Procedure

1- Pretreatment: Prior to anodizing the specimen was treated with the following processes:

- -Chemical Cleaning: Oil, grease and general dirt were properly removed with trichlorocthylene at $25^{\circ} \mathrm{C}$. Grease tends to float on surface, which was removed later by filtration, $\Lambda$ fter this stage the specimen rinsed in running water then by distilled water to remove the excess trichloroethylene on the specimen (Ministry of Defence UK, 1995).
- -Stripping Anodic Coating: Defective anodic coatings cannot conveniently be touched up; stripping and re-anodizing are necessary. Anodic coating was stripped in a solution containing
phosphoric acid ( $3.5 \mathrm{vol} \%$ ) and chromic acid $(2.0 \mathrm{wt} \%$.$) at 99^{\circ} \mathrm{C}$ and for 10 min ., after this stage the specimen rinsed in running water then by distilled water to remove the excess solution on the specimen (Ministry of Defence UK 1997).
- -Etching: $5 \%$ by weight sodium hydroxide solution was used with an operating temperature of . $40-50^{\circ} \mathrm{C}$. The specimen was placed in the etching solution for a period of 5 min ., after this stage the specimen rinsed in running water then by distilled water to remove the excess sodium hydroxide on the specimen (Alubook-Lexical, 2002).
- -Desmuting. The specimen was treated in solution contain (30 vol, \%) nitric acid and ( $5 \mathrm{vol} \%$ ) hydrofluoric acid for about 5 min , at $25^{\circ} \mathrm{C}$ to remove the black layer that formed on the surface and to activate the surface for the anodizing afterward the specimen was rinsed with running water followed by distilled water, dried by means of air (Ministry of Defence, UK, 1995).
2- Anodizing: A schematic representation of the experimental apparatus is shown in Fig. (1). Two direct current power supplies connected in series were incorporated with the anodizing cell to supply the electrodes a maximum current of 5 A and a voltage of 60 V . The anodizing cell (one liter capacity) was placed on a magnetic stirrer heater to heat the electrolyte solution and maintains good mixing of the solution to prevent temperature layering in the anodizing cell. A thermostat was connected with power supply heater to control the temperature desired for the solution throughout anodizing time. The aluminum specimen was connected to the positive terminal where it becomes anode, while the stainless steel article was connected to the negative terminal to be the cathode. The two electrodes were held by means of jigs and PVC rack, such only $25 \mathrm{~cm}^{2}$ of each electrodes surface was immersed. The ammeter and voltmeter were connected to the electric circuit, to measure the current and voltage for the circuit during the process.


Fig. (1) Schematic diagram for the whole assembly of experimental work.

3- Sealing: The final stage is the sealing process where the specimen was immersed in a one liter solution containing 100 g of potassium dichromate and 18 g of sodium carbonate in distilled water. The solution was kept at temperature $99^{\circ} \mathrm{C}$. The immersion time was 10 min . and the pH of solution was maintained between 6.3-7.4 by the addition of chromic acid or sodium hydroxide (Ministry of Defence UK, 1997).

## DISCUSSIONS

A third order polynomial equation is employed for the three variables (voltage" $\mathrm{X}_{1}$ ", acid concentration" $\mathrm{X}_{2}{ }^{"}$ and temperature " $\mathrm{X}_{3}$ "). The coating weight is represented by the response Y of the model equation to be constructed. The general form of third order polynomial is written as follows:

$$
\begin{align*}
Y= & a_{0}+a_{1} X_{1}+a_{1} X_{2}+a_{3} X_{3}+a_{4} X_{1}^{2}+a_{5} X_{2}^{2}+a_{6} X_{3}^{2}+a_{7} X_{1} X_{2}+a_{1} X_{1} X_{3}+a_{3} \\
& X_{2} X_{3}+a_{10} X_{1}^{3}+a_{11} X_{2}^{2}+a_{12} X_{3}^{3}+a_{3} X_{1} X_{2} X_{3}+a_{14} X_{1} X_{2}^{2}+a_{33} X_{1} X_{3}^{2}+a_{10} \\
& X_{2} X_{1}^{2}+a_{13} X_{2} X_{1}^{2}+a_{11} X_{3} X_{1}^{2}+a_{19} X_{3} X_{2}^{2} \tag{5}
\end{align*}
$$

The coefficients of equation (5) can be determined by Quasi-Newton method using software program "STATISTICA, Version 5 ".
The fitted response of the equation (5) is:

$$
\begin{align*}
Y= & 273.555-8.874 X_{1}+4.5 X_{2}+32.167 X_{1}-6.923 X_{1}^{2}+0.21 X_{2}^{2}-8.901 X_{3}^{2} \\
& -3.454 X_{1} X_{2}+2.615 X_{1} X_{3}-2.83 X_{2} X_{1}+0.757 X_{1}^{2}-0.654 X_{2}^{3}-2.401 \\
& X_{3}^{3}-0.76 X_{1} X_{2} X_{3}+0.349 X_{1} X_{2}^{2}+0.41 X_{1} X_{3}^{3}-0.054 X_{2} X_{1}^{2}-0.223 X_{2} \\
& X_{3}^{2}-0.554 X_{3} X_{1}^{2}-0.201 X_{3} X_{2}^{2} \tag{6}
\end{align*}
$$

The analysis of variance (F-test) is used for testing the significance of each effect in equation (6). The significance of effects may be estimated by comparing the value of the ratio a2/ (standard crrors) 2 with critical value $\mathrm{F}_{0.5 s}(1,44)=4.06$ of the F-distribution at $95 \%$ level of confidence with 1 and 44 degrec of freedom. If the ratio $a^{2} /\left(\right.$ standard errors) ${ }^{2}>4.06$ then the effect is significant. The new response function is then written as follows:

$$
\begin{align*}
Y= & 273555-8.874 X_{1}+4.5 X_{2}+32167 X_{3}-6.923 X_{1}^{2}-8.901 X_{3}^{2}-3.454 X_{1} X_{2} \\
& +2.615 X_{1} X_{3}-2.83 X_{2} X_{3}+0.757 X_{1}^{3}-2401 X_{3}^{3}-0.76 X_{1} X_{2} X_{3}-0.554 X_{3} X_{1}^{2} \tag{7}
\end{align*}
$$

Employing equations ( 1,2 and 3 ) to convert the coded values to real values as follows:

$$
\begin{align*}
W_{C}= & 995.4+3.875 V-0.2362 V^{2}+0.0018 V^{3}+0.57 C_{A}-84.442 T+2.237 T^{2} \\
& -0.019208 T^{5}+0.0134 T C_{A}+0.3056 V T+0.03 C_{A} V-0.00137 C_{A} V T \\
& -0.00199 V^{2} T \tag{8}
\end{align*}
$$

It is important to find the optimum conditions for the operating variables. Taking the first derivative of cquation (8) for the response $W_{C}$ with respect to each variable and equating to zero as follow:

$$
\begin{align*}
& \frac{\partial W_{C}}{\partial V}=3.875-0.4724 \mathrm{~V}+0.0054 \mathrm{~V}^{2}+0.3056 T+0.03 C_{A}-0.00137 C_{A} T-0.00398 \mathrm{~V} T=0  \tag{9}\\
& \frac{\partial W_{C}}{\partial C_{A}}=0.57+0.0134 T+0.03 \mathrm{~V}-0.0137 \mathrm{~V} T=0  \tag{10}\\
& \frac{\partial W_{C}}{\partial T}=-84.442+4.474 T-0.0576 T^{2}+0.0134 C_{A}+0.3056 \mathrm{~V} \quad 0.00137 C_{A} V-0.00199 \mathrm{~V}^{2}=0 \tag{11}
\end{align*}
$$

Solving these three equations, it is found that the valucs were:
$V=32$ volt
$C_{d}=85 \mathrm{~g} / \mathrm{l}$
$T=50^{\circ} \mathrm{C}$
A third order polynomial equation is employed for the time variable $\left(\mathrm{X}_{4}\right)$ at best operating conditions.
The coating weight is represented by the response $Y$ of the mathematical model to be constructed. The general form of third order polynomial is written as follows:
$Y=b_{0}+b_{1} X_{4}+b_{2} X_{4}^{2}+b_{8} X_{4}^{3}$
The fitted response of equation (12) is:
$Y=336.086+28.8 X_{4}-11.893 X_{4}^{2}+0.95 X_{4}^{3}$
Employing equation (4) to convert the coded value to real value as follow;
$W_{c}=23.8+10.289 t-0.0993 t^{2}+0.0002815 t^{3}$
Taking the first derivative of equation (14) for the response $W_{C}$ with respect to $t$ and cquating to zero as follows:
$\frac{d W_{c}}{d t}=10.289-0.1986+84.45^{*} 10^{-5} t^{7}=0$
Solving this equation, it is found that the value was: $t=77 \mathrm{~min}$
The statistical analysis of the response function showed that the temperature is the factor which has the largest effect on the coating weight, since its coefficient in equation (6) is greater than the coefficients of the other variables. Figs. (2 and 3) show the effect of temperature on the coating weight at different voltages and acid concentrations respectively.


Fig. (2) Effect of temperature on coating weight at different voltages

$$
\left(\mathrm{C}_{A}=65 \mathrm{~g} / \mathrm{l}, \mathrm{t}=55 \mathrm{~min} .\right) .
$$

Examining these figures one can see that the coating weight or thickness of anodic film increased as the temperature increased in the range between $30-50^{\circ} \mathrm{C}$. But the coating weight decreased as the temperature increased from $50^{\circ} \mathrm{C}$ to $60^{\circ} \mathrm{C}$.


Fig. (3) Effect of temperature on coating weight at different acid concentrations
$(\mathrm{V}=37.5 \mathrm{~V}, \mathrm{t}=55 \mathrm{~min}$.).
This behavior is due to the effect of increasing temperature on coating weight by two inverse ways. The first way, when the temperature increased, the current density increased therefore the formation rate of anodic coating increased, this behavior is in agreement with Arhenious theory. On the other hand further increase in temperature results in the increase of the dissolution rate of anodic coating increased.
From Fig. (2), it is clear that, increasing the temperature from $30^{\circ} \mathrm{C}$ to $50^{\circ} \mathrm{C}$ gave an increase in the formation rate of anodic coating larger than the increase in the dissolution rate of anodic coating therefore the positive net from these two factors represented by the increase in the coating weight. On the contrary, increasing the temperature up to $60^{\circ} \mathrm{C}$ gave a negative net represented by the decrease in the coating weight.
Figs. (4 and 5) show the effect of voltage on the coating weight at different temperatures and acid concentrations respectively.
Examining these figures one can see that the coating weight increased as the voltage increased from 15 V to 30 V . Moreover the coating weight decreased as the voltage increased from 45 V and higher.
Fig. (4) shows that the gradient in the coating weight was increased as temperature decreased, when increasing the voltage above 30 V .
From Fig. (5) it can be seen that at low voltage with high acid concentration a good result for coating weight. Beside that the same resalt can be achieved at high voltage with low acid concentration. This behavior is consistent with operation conditions of known processes (Bengough Stuart process using acid concentration $50 \mathrm{~g} / \mathrm{l}$ and $40 / 50 \mathrm{~V}, 10 \%$ chromic acid process using acid concentration $100 \mathrm{~g} / 1$ at 30 V ).
Figs. ( 6,7 ) show the effect of acid concentration on the coating weight at different temperatures, voltages respectively. Fig. (6) shows that the coating weight increased as the acid concentration increased for low temperature ( $30-40^{\circ} \mathrm{C}$ ), and a large rising is achieved as temperature decreases in this range. On the contrary the coating weight decreased as acid concentration increased for high temperature $\left(50-60^{\circ} \mathrm{C}\right)$ and large gradient is achieved as temperature increases in this range. From Fig. (3), it is clear that the reflection point of this behavior occur at $45^{\circ} \mathrm{C}$.


Fig. (4) Effect of volage on coating weight at different temperatures

$$
\left(\mathrm{C}_{\mathrm{A}}=65 \mathrm{~g} / \mathrm{l}, \mathrm{t}=55 \mathrm{~min} .\right) .
$$



Fig. (5) Effect of voltage on coating weight at different acid concentrations ( $\mathrm{T}=45^{\circ} \mathrm{C}, \mathrm{t}=55 \mathrm{~min}$.).


Fig. (6) Effect of acid concentration on coating weight at different temperatures (V 37.5 V , $\mathrm{t}=55$ min .).

Fig. (7) shows that the coating weight increased as the acid concentration increased for low vollage $(15-30 \mathrm{~V})$ and a large rising can be achieved as voltage decreases in this range. Farther more the coating weight decreased as acid concentration increased for high voltage ( $45-60 \mathrm{~V}$ ) and a large gradient can be achieved as voltage increases in this range. From Fig. (5), it can be noted that the reflection point of this behavior occurs at 37.5 V .


Fig. (7) Effect of acid concentration on coating weight at different voltages ( $\mathrm{T}-45^{\circ} \mathrm{C}, \mathrm{t}=55 \mathrm{~min}$.).
Fig. (8) shows the effect of time on the coating weight at optimum operating conditions (32V, $85 \mathrm{~g} / \mathrm{l}, 50^{\circ} \mathrm{C}$ ).
Examining this figure onc can see that the coating weight increased as the time increased in the range between $25-70 \mathrm{~min}$. Moreover increasing the time of anodizing more than 70 min . had no significant effect. In this case the formation rate of anodic coating is equal to the dissolution rate of the anodic coating. Thus the time 70 min . is taken as the recommended optimum time.


Fig. (8) Effect of time on coating weight $\left(\mathrm{C}_{\mathrm{A}}=85 \mathrm{~g} / \mathrm{l}, \mathrm{V}=32 \mathrm{~V}, \mathrm{~T}=50^{\circ} \mathrm{C}\right)$.
While, the mathematical optimum time is equal to 77 minutes. This time value is obtained due to that a small change in coating weight between 70 and 85 min , gave a maximum point at 77 min .

## CONCLUSIONS

A third order polynomial of the objective function (coating weight ) gave adequate description of the process in terms of temperature, acid concentration and applied voltage (equation 8 ). While equation 14 describe the process variation with time at optimum values of temperature, concentration and voltage. And these are given below.

It was, also, found that the recommended operating conditions for anodizing aluminum alloy by chromic acid process were:
a- Temperature: $50^{\circ} \mathrm{C}$.
b- Voltage: 32 V .
c- Acid concentration: $85 \mathrm{~g} / \mathrm{l}$.
d- Time: 70 min . (during the first ten minutes the voltage gradually raised at a rate of $3.2 \mathrm{~V} / \mathrm{min}$.).
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#### Abstract

In this paper existing group technology techniques are reviewed and an alternative method using probabilistic approach to machine-components grouping in cellular manufacturing systems is introduced where it is based on production flow analysis, which uses routing information. A common feature of this approach is that it sequentially rearranges row and columns of the machine part incidetice matrix according to predefined index and block diagonal is generated. The steps of this method are to assign the 1's in each row and column a probability weight, which alternately rearranged in descending order until a block diagonal matrix is created. It does not need to decide in advance, the number of required cells. It also overcomes the limitation of computational complexity, inherited in exiting group technology methods, especially for large scale and complex problems.
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## INTRODUCTION

Group technology (GT) is one of the important techniques used in the formation of cellular manufacturing system. It is used for the purpose of transferring the advantages of flow production organization to be obtained in witat otherwise would be jobbing or batch manufacture. GT is defined as the discipline of identifying things; such as parts, processes, equipment, tools, people, and customers; by their attributes. These attributes are then analyzed to identify similarities between
among them. These things are then grouped according to similaritics. GT is used to increase efficiency and eflectiveness of managing the cellular manufacturing system (Hunt, 1989).
Cellular manufacturing system as an application of group technology concept is defined as the pursuit of smaller batch production of discrete parts, in which the manufacturing system is decomposed into sub-systems (clusters of dissimilar machines located in close proximity) each of which is vicwed as an independent entity dedicated to the production of sub-set of similar parts (Ballakur and Steudel, 1987).
Production flow analysis is a method for group technology, developed by Burbidge (1971), which has particular appeal in that it requires no special part coding system, is relatively simple to implement and can be applied to the reorganization of existing, as well as the design of a new manufacturing systems. The method involves a number of stages, which are described in more details by Burbidge (1975).
Using route card data, a machine-component matrix is prepared, in which the rows represent machines and the columns represent components, or vice-versa. If the cell entry $\Lambda_{i j}=1$, it indicates that machine " i " makes component " j ", or if $=0$, then there is no relation between the two. So, the complete matrix is a random array of 0 's and 1 's. The clustering algorithms, which this paper discusses, rely on these assumptions that the machines and components can be partitioned into matched groups of machines and components. These will be represented as clusters along the diagonal of the matrix. This visual presentation of the possible constitution of the cells is the key merit of these methods.
In this paper, the probabilistic relation between the occurrence of the operations of the components on the machines that will perform it and the order that it is performed is taken into considerations so as the final $0-1$ matrix, representing the clustering gives the groups of machines that will be assigned to the manufacturing of the components. It is more accurate and quicker to evaluate the machine-component groups.

## GROUP TECHNOLOGY METHODS

There are several methodologics developed based on cluster analysis. These are:

## Matrix Formulation

In matrix formulation a ( $0-1$ ) machinc-part incidence matrix $\mathrm{a}_{\mathrm{ij}}$ is constructed, in which elements $1(0)$ indicate that machine i is used (not used) to process part j. Normally the machine-part incidence matrix constructed based on the production route data. To arrange the matrix into block diagonal form, a number of methods were developed such as:
a-Similarity cocfficient, the procedure uses the route information represented by the machinc-part incidence matrix to compute the similarity cocfficient between machines (i) and (k). The similarity coefficient $\mathrm{S}_{\mathrm{ik}}$ is the number of parts, which visit both machines ' i ' and ' $k$ ' divided by the number of parts, which visit at least one of them. Then based on this machine groups are generated. The $1^{\text {st }}$ research that involved in developing this type of technique was (McAuley, 1972). Then he was followed by many others as have been evaluated and/or surveyed by (Shafer and Rogers, 1993 and 1994), (Scifoddini and Hsu, 1994), (Loh and Taylor, 1994), (Seifoddini and Djassemy, 1995) and (Mosier et la, 1997).
b- Array Based Clustering, this method is based on production flow analysis, which uses routing information. A common feature of this approach is that it sequentially rearranges rows and columns of the machine-part incidence matrix according to a predefined index and block diagonal is generated. King (1980) developed the Rank Order Clustering (ROC). The limitation of the ROC method was overcame by introducing the improved method (ROC2), (King and Nakomchai, 1982). The method was furtherly developed by introducing the block and slice method known as (MODROC), (Chandrasekharan and Rajagopalan, 1986). A non-
hicrarchical clustering algorithm was developed, called "GRAFICS", (Srinivasan and Narendran, 1991).
c- Fuzzy Clustering, the presence of uncertain or vague information of part features, demand or processing time etc., create an incfficient solution, if grouping problem is solved by deterministic type of algorithms. Fuzzy clustering or fuzzy mathematical programming provides a good solution for cell formation with vague information. The $1^{\text {st }}$ presentation of a fuzzy mathematics for part family formation problem was introduced by (Xu and Wang, 1989). Method based on fuzzy set theory was introduced by (Zhung and Wang, 1991), while a method based on a fuzzy cmeans clustering algorithm for cell formation was proposed by (Chu and Hayya, 1991), and fuzzy logic approach to consider parts features was presented by (Narayanaswamy and others, 1996). A fuzzy mixed-integer programming is proposed to minimize the cost to exceptional elements, (Tsai and others, 1997).

## Rank Order Clustering Algorithm

The rank order-clustering algorithm (ROC), introduced by (King, 1980), represents route card data as a binary matrix. Using a positional weighing technique for the " 1 " entries in the matrix, the rows and columns are alternatively rearranged in order of decreasing rank. The result is a diagonalization of the 1's into several clusters. If independent machine-component groups do exist in the sample data provided, each machine will occur in only one cluster. Components will be uniquely assigned to any one of the clusters. Using this algorithm, the analyst can obtain a visual assessment of the machine groups and the associated families of parts simultancously. With such an approach, a very valuable preliminary assignment of machines can be obtained because, if a large number of machines are shared over several clusters, plans for cellular manufacture can be shelved at the outset. There are few weaknesses in this algorithm, which affect its performance, caused by two types of cell entries, which prevent cluster formation and create dispersion away from the diagonal. These are (Tsai and others, 1997):
a- Exception elements: thesc are a few cell entries that occur outside a pair of clusters. However, only one cluster can contain that machinc, resulting in an inter-cell move of the other components requiring that machine to complete their processing. The occurrence of such entries is expected but the ROC solution is disrupted, due to the method adopted for ranking. It reacts on pairwise comparison of eell entries in the leftmost column (when ranking rows) and topmost (when ranking columns). So if the positional occurrence of these elements is such that they influence the ranking, poor cluster formation will result.
b- Bottleneck machines: these are machines that are used by a large number of components. Since these components can be expected to be dispersed over more than one cluster, such machines must appear in more than one row in the matrix. Otherwise, the ranking procedure creates large dispersed cluster with many machines and components contained in them.
The ROC algorithm work only after these two types of elements are identified and suppressed after visual analysis of the initial matrix solutions. Such prior assumptions bias solution, especially as the algorithm must indicate exceptions and bottleneck machines, not rely on their temporary suppression to be effective. Other drawbacks are:

* An inasility to analyze large matrices since the binary words lengths increase. Rows and columns are compared pair wise increasing the number of comparisons necessary for a solution. The ranking being dependent on the positional coordinates of the entries in the matrix. The complete matrix nceds to be analyzed, which increases computational time.
* *Inconsistency in the number of clusters, the identity of the exceptional elements and the machine
-component constitution of the clusters, is depending on the initial input matrix.
* Total neglect of load figures to decide the allocation of bottleneck machines among the clusters.


## PROBABILISTIC APPROACH ALGORITHM

To overcome most of the limitation of other methods, the following approach is suggested. It will: a- Use the machine-component matrix only, with no need for special coding or rearrangement to fit particular solution.
b- Simplify the identification of both exceptional elements and bottlencek machines by grouping correctly all the machines.
c- Ability to analyze large matrices, since it is only dealing with small values in comparison.
If there are M machines processing N components, then a machine i is assigned to process component j , hence their relation can be expressed by an incidence matrix $A(i, j)=0$, otherwise $\mathrm{A}(\mathrm{i}, \mathrm{j})=1$. The objective of the method is to rearrange the machine-component incidence matrix such that the element "I" focuses on the diagonal blocks of the matrix. This is achicved by introducing the probability of each component j processed on machine i , by mcans of determining the total number of components and then finding the probability of occurrence of each one independently by using the formulas:
Total number of components performed on machine $i$, which is indicated by ( $\mathrm{TOTC}_{i}$ ), is:
TOTC $_{i}=\sum_{j=1}^{N} X_{i, i}$
Probability of occurrence of component j on machine i , which is indicated by $\left(\mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}\right.$ ), is: $\mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}=\frac{1}{\operatorname{TOTC}}$,
Therefore the sum of each machine $i$, which is indicated by $\left(S U M C_{i}\right)$, is: SUMC,$=\sum_{j=1}^{N} P\left\{X_{i, j}\right\}^{*} j$
Then this is sorted in decreasing value order, the ones with the same value are arbitrary ordered in the same order in which they appear in the current matrix.
Similarly, the same is done for the machines, i.c.:
Total number of machines used by component $j$ in accordance to its process technology, indicatedby $\left(\right.$ TOTM $\left._{1}\right)$, is: TOTM $_{\mathrm{j}}=\sum_{\mathrm{i}=1}^{\mathrm{M}} \mathrm{Y}_{i, j}$
Probability of occurrence of machines $i$ used by component $j$ for processing, which is indicated

$$
\text { by }\left(\mathrm{P}\left\{\mathrm{Y}_{\mathrm{i}, j}\right\}\right) \text {, is: }\left(\mathrm{P}\left\{\mathrm{Y}_{i, j}\right\}\right)=\frac{1}{\operatorname{TOTM}_{j}}
$$

Therefore the sum of cach component j , which is indicated by $\left(\mathrm{SUMM}_{\mathrm{j}}\right)$, is:

$$
\mathrm{SUMM}_{\mathrm{j}}=\sum_{i=1}^{\mathrm{M}} \mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}^{* i}
$$

Then this is sorted in decreasing value order; the ones with the same value are arbitray ordered in the same order in which they appear in the current matrix.
At the end of each stage the total of the rows and columns for the current matrix, indicated by GRDTOT $_{k}=$ SUMC $_{i}+$ SUMM $_{j}$, where $\mathrm{k}=1, \ldots \ldots . . \mathrm{n}$; is determined and then compared with previous one. If they are equal then the method is terminated i.e. it has reached its optimum and then they are the clusters which gives the groups. Otherwise it is repeated with same steps as above. Fig. (1) indicates the flow chart for the algorithm.
The algorithm can start with any form of a machine-component matrix since it is an iterative approach that will converge to the optimal solution in a finite number of iterations.

## PRACTICAL APPLICATION

The algorithm then was programmed on a computer using data from a company so as to find the optimum number of \& oups. The application uses (42) machines and (72) components, as shown in Table (1) below.

Table (1) Machine- Component Original Matrix
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Fig. (1) continued
Then applying the algorithm produced, the result shown in Table (2).:
Table (2) The resulted matrix after the application of the algorithm
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## EXCEPTIONAL ELEMENTS

There were many exceptional elements in the final matrix, and then a re-assignment was made to these elements. This has resulted in determining the group matrix as shown in Table (3). This group matrix contains three groups, without any exceptional parts.

Table (3) Groups after re-assignment
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CONCLUSIONS
The method introduced in this study has simplified the calculation for the ( $0-1$ ) matrix because of the use of probability which lead to the use of small numbers in calculations and therefore less time needed in the manupalation of the group matrix.
Also the introduced method is able easily to deal with a large number of components and machine without having to extend memory or splitting of matricies.
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#### Abstract

In this paper existing group technology techniques are reviewed and an alternative method using probabilistic approach to machine-components grouping in cellular manufacturing systems is introduced where it is based on production flow analysis, which uses routing information. A common feature of this approach is that it sequentially rearranges row and columns of the machine part incidetice matrix according to predefined index and block diagonal is generated. The steps of this method are to assign the 1's in each row and column a probability weight, which alternately rearranged in descending order until a block diagonal matrix is created. It does not need to decide in advance, the number of required cells. It also overcomes the limitation of computational complexity, inherited in exiting group technology methods, especially for large scale and complex problems.


## الخذلصدة










## KEY WORDS

Group Technology. Celluar Manufacturing. Flow Production. Rank Order Clustring.

## INTRODUCTION

Group technology (GT) is one of the important techniques used in the formation of cellular manufacturing system. It is used for the purpose of transferring the advantages of flow production organization to be obtained in witat otherwise would be jobbing or batch manufacture. GT is defined as the discipline of identifying things; such as parts, processes, equipment, tools, people, and customers; by their attributes. These attributes are then analyzed to identify similarities between
among them. These things are then grouped according to similaritics. GT is used to increase efficiency and eflectiveness of managing the cellular manufacturing system (Hunt, 1989).
Cellular manufacturing system as an application of group technology concept is defined as the pursuit of smaller batch production of discrete parts, in which the manufacturing system is decomposed into sub-systems (clusters of dissimilar machines located in close proximity) each of which is vicwed as an independent entity dedicated to the production of sub-set of similar parts (Ballakur and Steudel, 1987).
Production flow analysis is a method for group technology, developed by Burbidge (1971), which has particular appeal in that it requires no special part coding system, is relatively simple to implement and can be applied to the reorganization of existing, as well as the design of a new manufacturing systems. The method involves a number of stages, which are described in more details by Burbidge (1975).
Using route card data, a machine-component matrix is prepared, in which the rows represent machines and the columns represent components, or vice-versa. If the cell entry $\Lambda_{i j}=1$, it indicates that machine " i " makes component " j ", or if $=0$, then there is no relation between the two. So, the complete matrix is a random array of 0 's and 1 's. The clustering algorithms, which this paper discusses, rely on these assumptions that the machines and components can be partitioned into matched groups of machines and components. These will be represented as clusters along the diagonal of the matrix. This visual presentation of the possible constitution of the cells is the key merit of these methods.
In this paper, the probabilistic relation between the occurrence of the operations of the components on the machines that will perform it and the order that it is performed is taken into considerations so as the final $0-1$ matrix, representing the clustering gives the groups of machines that will be assigned to the manufacturing of the components. It is more accurate and quicker to evaluate the machine-component groups.

## GROUP TECHNOLOGY METHODS

There are several methodologics developed based on cluster analysis. These are:

## Matrix Formulation

In matrix formulation a ( $0-1$ ) machinc-part incidence matrix $\mathrm{a}_{\mathrm{ij}}$ is constructed, in which elements $1(0)$ indicate that machine i is used (not used) to process part j. Normally the machine-part incidence matrix constructed based on the production route data. To arrange the matrix into block diagonal form, a number of methods were developed such as:
a-Similarity cocfficient, the procedure uses the route information represented by the machinc-part incidence matrix to compute the similarity cocfficient between machines (i) and (k). The similarity coefficient $\mathrm{S}_{\mathrm{ik}}$ is the number of parts, which visit both machines ' i ' and ' $k$ ' divided by the number of parts, which visit at least one of them. Then based on this machine groups are generated. The $1^{\text {st }}$ research that involved in developing this type of technique was (McAuley, 1972). Then he was followed by many others as have been evaluated and/or surveyed by (Shafer and Rogers, 1993 and 1994), (Scifoddini and Hsu, 1994), (Loh and Taylor, 1994), (Seifoddini and Djassemy, 1995) and (Mosier et la, 1997).
b- Array Based Clustering, this method is based on production flow analysis, which uses routing information. A common feature of this approach is that it sequentially rearranges rows and columns of the machine-part incidence matrix according to a predefined index and block diagonal is generated. King (1980) developed the Rank Order Clustering (ROC). The limitation of the ROC method was overcame by introducing the improved method (ROC2), (King and Nakomchai, 1982). The method was furtherly developed by introducing the block and slice method known as (MODROC), (Chandrasekharan and Rajagopalan, 1986). A non-
hicrarchical clustering algorithm was developed, called "GRAFICS", (Srinivasan and Narendran, 1991).
c- Fuzzy Clustering, the presence of uncertain or vague information of part features, demand or processing time etc., create an incfficient solution, if grouping problem is solved by deterministic type of algorithms. Fuzzy clustering or fuzzy mathematical programming provides a good solution for cell formation with vague information. The $1^{\text {st }}$ presentation of a fuzzy mathematics for part family formation problem was introduced by (Xu and Wang, 1989). Method based on fuzzy set theory was introduced by (Zhung and Wang, 1991), while a method based on a fuzzy cmeans clustering algorithm for cell formation was proposed by (Chu and Hayya, 1991), and fuzzy logic approach to consider parts features was presented by (Narayanaswamy and others, 1996). A fuzzy mixed-integer programming is proposed to minimize the cost to exceptional elements, (Tsai and others, 1997).

## Rank Order Clustering Algorithm

The rank order-clustering algorithm (ROC), introduced by (King, 1980), represents route card data as a binary matrix. Using a positional weighing technique for the " 1 " entries in the matrix, the rows and columns are alternatively rearranged in order of decreasing rank. The result is a diagonalization of the 1's into several clusters. If independent machine-component groups do exist in the sample data provided, each machine will occur in only one cluster. Components will be uniquely assigned to any one of the clusters. Using this algorithm, the analyst can obtain a visual assessment of the machine groups and the associated families of parts simultancously. With such an approach, a very valuable preliminary assignment of machines can be obtained because, if a large number of machines are shared over several clusters, plans for cellular manufacture can be shelved at the outset. There are few weaknesses in this algorithm, which affect its performance, caused by two types of cell entries, which prevent cluster formation and create dispersion away from the diagonal. These are (Tsai and others, 1997):
a- Exception elements: thesc are a few cell entries that occur outside a pair of clusters. However, only one cluster can contain that machinc, resulting in an inter-cell move of the other components requiring that machine to complete their processing. The occurrence of such entries is expected but the ROC solution is disrupted, due to the method adopted for ranking. It reacts on pairwise comparison of eell entries in the leftmost column (when ranking rows) and topmost (when ranking columns). So if the positional occurrence of these elements is such that they influence the ranking, poor cluster formation will result.
b- Bottleneck machines: these are machines that are used by a large number of components. Since these components can be expected to be dispersed over more than one cluster, such machines must appear in more than one row in the matrix. Otherwise, the ranking procedure creates large dispersed cluster with many machines and components contained in them.
The ROC algorithm work only after these two types of elements are identified and suppressed after visual analysis of the initial matrix solutions. Such prior assumptions bias solution, especially as the algorithm must indicate exceptions and bottleneck machines, not rely on their temporary suppression to be effective. Other drawbacks are:

* An inasility to analyze large matrices since the binary words lengths increase. Rows and columns are compared pair wise increasing the number of comparisons necessary for a solution. The ranking being dependent on the positional coordinates of the entries in the matrix. The complete matrix nceds to be analyzed, which increases computational time.
* *Inconsistency in the number of clusters, the identity of the exceptional elements and the machine
-component constitution of the clusters, is depending on the initial input matrix.
* Total neglect of load figures to decide the allocation of bottleneck machines among the clusters.


## PROBABILISTIC APPROACH ALGORITHM

To overcome most of the limitation of other methods, the following approach is suggested. It will: a- Use the machine-component matrix only, with no need for special coding or rearrangement to fit particular solution.
b- Simplify the identification of both exceptional elements and bottlencek machines by grouping correctly all the machines.
c- Ability to analyze large matrices, since it is only dealing with small values in comparison.
If there are M machines processing N components, then a machine i is assigned to process component j , hence their relation can be expressed by an incidence matrix $A(i, j)=0$, otherwise $\mathrm{A}(\mathrm{i}, \mathrm{j})=1$. The objective of the method is to rearrange the machine-component incidence matrix such that the element "I" focuses on the diagonal blocks of the matrix. This is achicved by introducing the probability of each component j processed on machine i , by mcans of determining the total number of components and then finding the probability of occurrence of each one independently by using the formulas:
Total number of components performed on machine $i$, which is indicated by ( $\mathrm{TOTC}_{i}$ ), is:
TOTC $_{i}=\sum_{j=1}^{N} X_{i, i}$
Probability of occurrence of component j on machine i , which is indicated by $\left(\mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}\right.$ ), is: $\mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}=\frac{1}{\operatorname{TOTC}}$,
Therefore the sum of each machine $i$, which is indicated by $\left(S U M C_{i}\right)$, is: SUMC,$=\sum_{j=1}^{N} P\left\{X_{i, j}\right\}^{*} j$
Then this is sorted in decreasing value order, the ones with the same value are arbitrary ordered in the same order in which they appear in the current matrix.
Similarly, the same is done for the machines, i.c.:
Total number of machines used by component $j$ in accordance to its process technology, indicatedby $\left(\right.$ TOTM $\left._{1}\right)$, is: TOTM $_{\mathrm{j}}=\sum_{\mathrm{i}=1}^{\mathrm{M}} \mathrm{Y}_{i, j}$
Probability of occurrence of machines $i$ used by component $j$ for processing, which is indicated

$$
\text { by }\left(\mathrm{P}\left\{\mathrm{Y}_{\mathrm{i}, j}\right\}\right) \text {, is: }\left(\mathrm{P}\left\{\mathrm{Y}_{i, j}\right\}\right)=\frac{1}{\operatorname{TOTM}_{j}}
$$

Therefore the sum of cach component j , which is indicated by $\left(\mathrm{SUMM}_{\mathrm{j}}\right)$, is:

$$
\mathrm{SUMM}_{\mathrm{j}}=\sum_{i=1}^{\mathrm{M}} \mathrm{P}\left\{\mathrm{X}_{\mathrm{i}, \mathrm{j}}\right\}^{* i}
$$

Then this is sorted in decreasing value order; the ones with the same value are arbitray ordered in the same order in which they appear in the current matrix.
At the end of each stage the total of the rows and columns for the current matrix, indicated by GRDTOT $_{k}=$ SUMC $_{i}+$ SUMM $_{j}$, where $\mathrm{k}=1, \ldots \ldots . . \mathrm{n}$; is determined and then compared with previous one. If they are equal then the method is terminated i.e. it has reached its optimum and then they are the clusters which gives the groups. Otherwise it is repeated with same steps as above. Fig. (1) indicates the flow chart for the algorithm.
The algorithm can start with any form of a machine-component matrix since it is an iterative approach that will converge to the optimal solution in a finite number of iterations.

## PRACTICAL APPLICATION

The algorithm then was programmed on a computer using data from a company so as to find the optimum number of \& oups. The application uses (42) machines and (72) components, as shown in Table (1) below.

Table (1) Machine- Component Original Matrix
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Fig. (1) continued
Then applying the algorithm produced, the result shown in Table (2).:
Table (2) The resulted matrix after the application of the algorithm
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## EXCEPTIONAL ELEMENTS

There were many exceptional elements in the final matrix, and then a re-assignment was made to these elements. This has resulted in determining the group matrix as shown in Table (3). This group matrix contains three groups, without any exceptional parts.

Table (3) Groups after re-assignment
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CONCLUSIONS
The method introduced in this study has simplified the calculation for the ( $0-1$ ) matrix because of the use of probability which lead to the use of small numbers in calculations and therefore less time needed in the manupalation of the group matrix.
Also the introduced method is able easily to deal with a large number of components and machine without having to extend memory or splitting of matricies.
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#### Abstract

Experiments were carried out to study the local and average heat transfer by mixed convection to a simultaneously developing air flow in a horizontal inclined, and vertical concentric cylindrical annulus. The experimental setup consists of an annulus has a radius ratio of 0.555 and inner cylinder with a heated length 1.2 m subjected to the constant heat flux while the outer cylinder is subjected to the ambient temperature. The investigation covers Reynolds number range from 154 to 845, heat flux varied from $96 \mathrm{~W} / \mathrm{m}^{2}$ to $845 \mathrm{~W} / \mathrm{m}^{2}$, and anmulus angles of inclimations $\alpha=0^{\circ}$ (horizontal), $40^{\circ}, 70^{\circ}$, and $90^{\circ}$ (vertical). Results demonstrate the temperature variation along the inner cylinder surface and the local Nusselt number $\mathrm{Nu}_{\mathrm{z}}$ variation with the dimensionless axial distance, for all angles of inclinations which shows an increase in the $\mathrm{Nu}_{\text {, values }}$ as the heat flux increases and as the angle of the inclination moves from the vertical to the horizontal position.
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## INTRODLICTION

Laminar flow heat transfer in annuli is encountered in a wide variety of ongineering situations, including the barrel- type expitaxial reactor (chemical vapor deposition reactor) in the semi
conductor manufacturing industry (Hanzwa 1986), heat exchangers designed for viscous liquids in chemical process and food industries (Hessami 1987), the cooling of electrical cables, the collection of solar energy (Ciampi 1987), etc. In many of these applications, flow through the annular passage is characterized by small Reynolds numbers for which buoyancy effects may be significant. Even though sucb applications are now being used widely, there is a lack of understanding of many details of laminar flow and heat transfer physics concepts. The diffeulties with laminar flows are associated with the fact that fluids which in practice are in this flow regime usually have properties which are strongly dependent on temperaturc. As a result, to cover this lack, the present study is motivated and concerned with the experimental investigation of laminar mixed convection in the thermal and hydrodynamic entrance region of concentric annulus with uniformly heated inncr cylinder, and outer cylinder subjected to ambient.
Many experimental and theoretical investigations have been conducted to study the effect of free convection on laminar flow inside horizontal, inclined, and vertical annulus.(Lundberg, et-al 1962). studied experimentally and theoretically the mixed convection of simultaneously developing laminar upward air flow in a vertical amnulus. The experimental study included four annulus radius ratios $(0.132,0.25,0.375$, and 0.5$)$. The thermal condition of the inner wall was isothermal and the outer wall was adiabatic, while Re varied from 800 to 1500. Variation of the inner surface temperature and the heat transfer coefficient along annulus were depicted. While the theoretical study included evaluation of the four fundamental solutions in the thermal energy regions by solution of the eigen value problem.
(Hanzawa, et-al 1986), performed experiments to study the mixed convection of upward gas flow in a vertical annulus of radius ratio range from 0.39 to 0.63 and hydraulic diameter to heating section length range from 0.34 to 1.4 . A part of the inner tube was isothcmally healed while the outer tube was kept adiabatic. Study covered Gr range from $1.5 \times 10^{5}$ to $2.6 \times 10^{8}$, Re range from 20 to 100 . The effects of operating conditions on the temperature profilcs, flow pattern and heat transfer cocfficient were investigated. (Falah \& Yaseen 1993) performed experiments to study the local and average heat transfer by mixed convection to a simultaneously developing upward air flow in a vertical, inclined and horizontal concentric cylindrical annulus with a radius ratio of 0.41 and the inner cylinder with a heated length of 0.85 m was subjected to the ambient temperature. The investigation has covered Re range from 300 to 1200 , heat flux varied from $90 \mathrm{~W} / \mathrm{m}^{2}$ to $680 \mathrm{~W} / \mathrm{m}^{2}$ and annulus angle of inclination $0^{\circ}$ (vertical), $30^{\circ}, 45^{\circ}, 60^{\circ}$, and $90^{\circ}$ (horizontal). The results show that the heat transfer process improves as the angle of inclination deviates from the vertical to the horizontal position.

## EXPERIMENTAL APPARATUS

An open air circuit was used which included a compressor (B) , orifice plate section (C), settling chamber (D), test section and a flexible hose ( E ). The air which is driven by compressor can be regulated accurately by using two control valves, as shown diagrammatically in Fig. (1). The air induced by the compressor, enters the crifice pipe section (Standard British Unit) and then settling chamber through a flexible hose ( E ). The settling chamber was carefully designed to reduce the flow fluctuation and to get a uniform flow at the test section entrance by using flow straightener: (G). The air then passed through 1.2 m long test section. A symmetric flow and a uniform velocity profile produced by a well design feffon bell mouth (H) which is fitted at the annulus outer aluminum cylinder (l) and bolted inside the settling chamber (D). The inlet air temperature was measured by one thermocoupte (J) located in the settling chamber (D) while the outlet buik air temperature was measured by three thermocouples $(Z)$ located in the test section exit. The local bulk air temperature was calculated by using a straight line interpolation between the measured inlet and outlet bulk air temperature.
The test section consisted of 4 mm wall thickness, 50 mm outside diameter and 1.2 m long aluminum cylinder ( K ) located centratly in 5 mm thickness, 90 mm inside diameter and 1.2 m long
aluminum cylinder, by fitting it at the test section inlet with the 20 mm inside dianeter, 50 mm outside diameter and 15 mm long Teflon tube ( N ) and at the test section exit with the teflon picce ( M ). A ring $(\mathrm{P})$ is used to hold and support the aluminum cylinder ( K ) with the teflon piece ( N ) centrally inside the settling chamber by adjustable screws ( $Q$ ). The ieflon was chosen because of its low thermal conductivity in order to reduce the heat loss from the aluminum cylinder ends.
The inner cylinder was heated electrically using an electrical heater which consists of a nickelchrome wire (®), wound as a coil spirals around solid teflon tube and is covered by a 2 mm thickness asbestos layer, and the space between the asbestos and the inner cylinder wall is fitted with a fine grade sand to avoid heat convection in it and to smooth out any irregularities in the heat flux. The hole apparatus is designed with a view to obtain a good concentricity of the core cylinder and the containing cylinder. The temperature of the outside surface of the inner cylinder was measured by seventeen asbestos sheath alumel-chromel (type K) thermocouples, arranged along the cylinder, the measuring heads of the thermocouples were made by fusing together the ends of two wires.
The thermocouples were fixed by drilling holes of 1.5 mm diameter in the cylinder wall and the ends of the holes chamfered by a 3 mm slug to locate the measuring junctions which were then fixed by a high temperature application Defcon adhesive. The excess adhesive was removed and the cylinder outer surface was cleaned carefully by fine grinding paper. All the thermocouples wires and heater terminals were taken out the test section through both teflon pieces ( $\mathrm{N}, \mathrm{M}$ ) .
On the other hand, there were twelve thermocouples placed in three sections along the inner cylinder of the annulus (at $\mathrm{z}=1 \mathrm{~cm}, 53 \mathrm{~cm}, 108 \mathrm{~cm}$ ), four for each section arranged at angle ( $\phi=0^{\circ}, 90^{\circ}, 180^{\circ}, 270^{\circ}$ ) around the inner cylinder. Other ten thermocouples were (type K ) used to measure the inner surface temperature of the annulus outer cylinder (I). Thermocouples positions at the outer stiface were located and then a 2 mm deep pits were drilled in which the thermocouples were fixed by Defion adhesive. All thermocouples were used with leads, the thermocouple with lead and without lead were calibrated against the melting point of ice made from distilled water and the boiling points of several pure chemical substances. To determine the heat loss from the test section ends, two thermocouples were fixed in each teflon piece. The distance between these thermocouple was 12 mm . Knowing the thermal conductivity of the teflon, the ends condition could thus be calculated.

## EXPERIMENTAL PROCEDURE

To carry out an experiment the following procedure was followed:
1- The inclination angle of the annulus was adjusted as required.
2- The compressor was then switched on to circulate the air, through the open loop. A regulating valves were used for adjusting the required mass flow rate.
3-The electrical heater was switched on and the heater input power then adjusted to give the required heat flux.
4- The apparatus was left at least three hours to establish steady state condition. The thermocouples readings were measured every half an hour by means of the digital electronic multimeter until the reading became constant, a final reading was recorded. The input power to the heater could be increased to cover another run in a shorter period of time and to obtain steady state conditions for next heat flux and same Reynolds number. Subsequent runs for other Reynolds number iad annulus inclination angle ranges were performed in the same previous procedure.
5- During each test run, the following readings were recorded:
a- The angle of inclination of the annulus in degree.
b- The reading of the manometer (air flow rate ) in $\mathrm{mm} \mathrm{H}_{2} \mathrm{O}$.
c- The readings of the thermocouples in ${ }^{\circ} \mathrm{C}$.
d- The heater current in amperes.
c- The heater voltage in volts.

## DATA ANALYSIS

Simplified steps werc used to analyze the heat transfer process for the air flow in an annulus where the inner cylinder was subjected to a uniform heat flux while the outer cylinder was subjected to the ambient temperature. The total input power supplied to the inner cylinder can be calculated:
$Q_{1}=V^{\prime \prime} \times I$
The convection and radiation heat transferred from the inner cylinder is :
$\mathrm{Q}_{\mathrm{cr}}=\mathrm{Q}_{\mathrm{t}}-\mathrm{Q}_{\text {cond }}$
where $Q_{\text {cond }}$ is the conduction heat loss which was found experimentatly equal to $3 \%$ of the input power. The convection and radiation heat flux can be represented by:
$\mathrm{q}_{\mathrm{cr}}=\mathrm{Q} / \mathrm{A}_{1}$
where $\left(A_{1}=2 \pi r_{1} \mathrm{~L}\right)$
The convection heat flux, which is used to calculate the local heat transfer coefficient is obtained after deduce the radiation heat flux from $q_{c r}$ value. The local radiation heat flux can be calculated as follows:
$q_{r}=F_{1-2} \varepsilon \quad \sigma\left[\left(\begin{array}{c}\left(1_{s}\right)_{z}+273\end{array}\right)^{4}-\left({\left.\left.\overline{\left(1_{s 2}\right)_{z}}+273\right)^{4}\right]}^{4}\right.\right.$
where:
$\mathrm{F}_{1-2}=$ view factor between inner and outer cylinder $\approx 1$
$\left(\mathrm{t}_{\mathrm{s}}\right)_{2}=$ local temperature of inner cylinder.
$\left.\overline{(t}_{s 2}\right)_{2}=$ average temperature of outer cy linder.
$\varepsilon=$ emissivity of the polished aluminum surface $=0.09$.
Hence the convection heat flux at any position is:
$\mathrm{q}=\mathrm{q}_{\mathrm{cr}}-\mathrm{q}_{\mathrm{r}}$
The local heat transfer coefficient can be obtained as:
$h_{z}=\frac{q}{\left(t_{s}\right)_{z}-\left(t_{b}\right)_{z}}$
$\left(t_{b}\right)_{z}=$ Local bulk air temperature.
All the air properties were evaluated at the mean film air temperature (Keys 1966):
$\left(\mathrm{t}_{\mathrm{f}}\right)_{\mathrm{z}}=\frac{\left(\mathrm{t}_{\mathrm{s}}\right)_{\mathrm{Z}}+\left(\mathrm{t}_{\mathrm{b}}\right)_{\mathrm{Z}}}{2}$
$t_{f}$ Local mean film air temperature.

The local Nissel number $\left(\mathrm{Nu}_{2}\right)$ then can be determine as:
$\mathrm{Nu}_{z}=\frac{\mathrm{h}_{\mathrm{z}} \quad \mathrm{D}_{\mathrm{h}}}{\kappa}$
The average values of Nusselt number $\mathrm{Nu}_{\mathrm{n}}$ can be calculated based on calculation of average inner surface temperature and average bulk air temperature as follows:
$\vec{t}_{s}=\frac{1}{L} \int_{z=0}^{z=L}\left(t_{s}\right)_{z} d z$
$\overline{t_{b}}=\frac{1}{L} \int_{z=0}^{z=L}\left(t_{b}\right)_{z} d z$
$\overline{t_{f}}=\frac{\overline{t_{z}}+\overline{t_{p}}}{2}$
$N u_{m 1}=\frac{q}{k\left(\overline{t_{z}}-\frac{D_{b}}{\left.\underline{t_{b}}\right)}\right.}$
The average values of the other parameters can be calculated as:
$R e_{m}=\frac{\rho u_{i} D_{n}}{\mu}$
$\operatorname{Gr}_{\mathrm{m}}=\frac{\mathrm{g} \beta \mathrm{D}_{\mathrm{h}}{ }^{3}\left(\overline{\mathrm{t}_{\mathrm{z}}}-\overline{\mathrm{t}_{\mathrm{b}}}\right)}{v^{2}}$
$\operatorname{Pr}_{\text {m1 }}=\frac{\mu \mathrm{C}_{\mathrm{p}}}{\mathrm{k}^{.}}$
$\operatorname{Ram}_{\mathrm{m}}=\mathrm{Gr}_{\mathrm{m}} . \operatorname{Pr}_{\mathrm{m}}$
where:
$\beta=1 /\left(273+\bar{t}_{\mathrm{f}}\right)$
$\mathrm{u}_{\mathrm{i}}=\dot{\mathrm{m}} / \rho \mathrm{A}$
$\Lambda=\pi\left(r_{2}^{2}-r_{1}^{2}\right)$
All the air physical properties $\rho, \mu, v$, and $k$ were cvaluated at the average mean film temperature $\left(\bar{t}_{f}\right)$.

## EXPERIMENTAL RESULTS

## Range of Experiments

A total of 46 test runs carried out to cover annulus inclination angles, horizontal ( $\alpha=00^{\circ}$ ), inclined ( $\alpha=40^{\circ}$ and $70^{\circ}$ ) and vertical ( $\alpha=90^{\circ}$ ). The range of heat flux $96 \mathrm{~W} / \mathrm{m}^{2}$ to $860 \mathrm{~W} / \mathrm{m}^{2}$ and Reynolds number varied from 154 to 845 .

## Temperature Variation

The temperature variation in the horizontal position is plotted for sclected runs in Figs. (2) and Fig. (3). The variation of the surface temperature along inner cylinder for different heat flux and for approximately $\mathrm{Re}=218$ is shown in Fig. (2). It is obvious that the surface temperature increases at the stage of entrance and attains a maximum point after which the surface temperature begins to decrease at high heat flux and be almost constant for very small heat flux. The rate of surface temperature rises at early stage is directly proportional to the wall heat flux. The point of maximum temperature seems to move loward the annulus entrance as the heat flux increases. This can be attributed to the increasing of the thermal boundary layer faster due to buoyancy effect as the heat flux increases at the same Reynolds number.
Fig. (3) shows the effect of Reynolds number variation on the inner cylinder surface temperature for heat flux ( $\mathrm{q}=682 \mathrm{~W} / \mathrm{m}^{2}$ ). It can be noticed that, the increasing of Reynolds number reduces the surface temperature as heat flux kept constant and the surface temperature values at entrance and at the same axial distance seem to be closer to each other then diverges downstream. This can be attributed to poverty of natural convection at annulus entrance and high mixing cup downstream.
The variations of surface temperature along the axis of vertical annulus for different Reynolds number and heat flux equals to $265 \mathrm{~W} / \mathrm{m}^{2}$ and for different heat flux and Reynolds number equals to 724 are shown in Fig. (4) \& Fig. (5), respectively. The effect of heat flux and Reynoids number on the inner cylinder temperature variation is the same as that obtained in the horizontal and inclined positions.
The extent of mixed convection depends on the relative magnitude of the heat flux and Reynolds number for the same angle of inclination. When heat flux and Reynolds number are kept constant, the extent of local mixing due to the buoyancy effect in a horizontal annulus is larger than other annulus angle of inclination. It can be expected that for the same condition of flow rate and input heat flux, the inner surface temperature variation along the annulus decreases as the angle of inclination changes from vertical to horizontal position.

## Angle of Inclination Effect on the Temperature Distribution

The effect of inclination angle on the inner cylinder temperature variation for $q=680 \mathrm{~W} / \mathrm{m}^{2}$ and Re $=300$ is shown in Fig. (6). Figure shows a reduction in surface temperature as the annulus angle of inclination changes from vertical to horizontal position. This reduction slightly reverses downstream if the angle position changes from $0^{\circ}$ (horizontal) to $40^{\circ}$ and Reynolds number increases to 724 because of dominant forced convection in the heat transfer process as shown in Fig. (7).
This behavior entirely reverses if the Reynolds number increases to 845 at the same heat flux as shown in iig. (8). The temperature variation along the surface at the same axial distance is approximately the same for $\alpha=70^{\circ}$ and $90^{\circ}$ (vertical), and slightly decreases upstream and reverses downstream as angle of inclination changes from $0^{\circ}$ (horizontal) to $40^{\circ}$. The firal behavior can be explained as follows: at annulus entrance, the effect of free convection is small and a predominant forced convection causes the surface temperature of the $70^{\circ}$ and $90^{\circ}$ (vertical) angle of inclination less than that of $0^{\circ}$ (horizontal) and $40^{\circ}$ angle of inclination, after a certain axial distance a signiticant reduction in the inner surface temperature as the inclination angle changes from $0^{\circ}$ to $40^{\circ}$ due to the free convection begins to dominant flow mixing which reduces the inner surface tempcrature. This behavior leads to the following conclusion that the heat transfer process improves as the angle of inclination varied from horizontal to vertical when Reynoids number is enough high because of the dominant forced convection in the heat transfer process and vice versa at low Reynolds number casc. The increasing of heat flux decreases forced convection effect and the natural convection will be the dominant factor in the heat transfer process.

## Local Nusselt Number ( $\mathrm{Nu}_{2}$ )

The effect of heal flux on the $\mathrm{Nu}_{z}$ in the horizontal position for $\mathrm{Re}=218$ is shown in Fig. (9). It is clear that the results of higher heat flux for $\mathrm{Nu}_{z}$ were higher than that of lower heat flux. Figure shows also sharp decrease for the local Nusselt number values at the entrance of the annulus then become almost constant downstream for low heat flux ( $\mathrm{q}=96 \mathrm{~W} / \mathrm{m}^{2}$ ) and increases as heat flux increases. This attributes to increase in both the themal boundary layer thickness and the surface to bulk air temperature difference which accompany with an increase in the surface heat flux and that accelerate the development of secondary flow downstream.
The effects of Re on $\mathrm{Nu}_{z}$ variation with ZZ is shown in Fig. (10) for heat flux equal to $679 \mathrm{~W} / \mathrm{m}^{2}$ : respectively. For constant heat flux, results depicted that the deviation of $\mathrm{Nu}_{\text {, value moves towards }}$ the left and increases as the Reynolds number increases. This is obvious from inverse Graetz number ( $Z 2$ ) which decreases as the Re increases. This situation reveals the domination of forced convection on the hea' transfer process with a little effect of buoyancy force at high Re. As the Re refuces the buoyancy effect expected higher which improve the heat transfer process. The minimum value of the $\mathrm{Nu}_{2}$ increases as Rc increases then the value of $\mathrm{Nu}_{z}$ increases further downstream for all curves due to strong natural convection in this region.
In horizontal annulus, the effect of the secondary flow is high, hence at low Reynolds number and high heat flux, situation makes the free convection predominant, since as the heat flux increases, the fluid ncar the heated wall becomes warmer and lighter than the bulk fluid in the amular gap core towards the outer wall. As a sequence, two upward currents for each side of the vertical plane flow along the heated side wall, and by continuity, the fluid near the outer wall of the annulus flow downward. This sets up two longitudinal vortices, which are symmetrical about a vertical plane.
As heat flux further increases the structure of the cellukar motion changes from one-cell on cach side of the ennulus to two and gradually into a multi-ccll structure. It is expected that the intensity of vortex increases downstream. The longitudinal vortex (or, in another express, the cellilar motion) behaves so as to reduce the tempcrature difference between the heated inner cylinder surface and the air flow in which led to increasing the growth of the hydrodynamic and thermal boundary layer along the heated eylinder and causes an improvement in the heat transfer coefficient. At low heat flux and high Reynolds number the situation makes forced convection predominant and vortex strength decreases which decrease the temperature difference between the heated surface and the air, hence, the $N u_{2}$ values become close to the vertical cylinder values for the same conditions as be seen later.
The variation of the local Nusselt number with $Z Z$ in the vertical position for $\mathrm{Re}=724$ and various heat flux is shown in Fig.(11). Curves depicted have the same general shape shown in Fig. (9). The effect of Re on Nu , for $\mathrm{q}=382 \mathrm{~W} / \mathrm{m}^{2}$ and the same position is shown in Fig. (12). Results reveal that the effect of heat flux and Reynolds number on heat transfer coefficient in vertical position gives a similar trend as obtained for horizontal position.

## Angle of Inclination Effect on Nu,

Results for $4=680 \mathrm{~W} / \mathrm{m}^{2}$ and $\mathrm{Re}=300,724$, and 845 are shown in Fig. (13), Fig. (14), and Fig. (15); respectively. It is noticed from the first two figures that at the same axial distance the local Nusselt number value increases as the angle of inclination deviates from the vertical to the horizontal position. As explained before that with the free convection domination, for horizontal position creates upward airflov- along the inner heated cylinder surface to form vortices having their center in the annulus upper part with the very complicated flow pattern and with the vortex intensity reduces as the angle of inclination change from horizontal to vertical position leading to increase the extent of the local mixing along the annulus due to high vortices intensity. As a result , the heat transfer process improves as angle of inclination deviates from vertical to horizontal position.
Other reverse situation will be obtained if the Reynolds number increases to 845 at the same heat flux as shown in Fig. (15). For the same ZZ the $N u_{z}$ value increases gradually as the inclination
angle deviates from the horizontal to the vertical position. This behavior continues till a certain ZZ . value ( 0.0105 ) where beyond it the $\mathrm{Nu}_{z}$ value becomes more choser to each other, and gives approximately equal value for each $\alpha=\left[0^{\circ}\right.$ (horizontal) and $\left.40^{\circ}\right]$ and $\alpha=\left[70^{\circ}\right.$ and $90^{\circ}$ (vertical) $]$.
In general, this situation relates to the small buoyancy effeet at annulus entrance and a pure forced convection is dominant heat transfer process. Downstream, the secondary flow becomes more effective which improves the flow mixing and improves the heat transfer process which appears to be higher in the horizontal position and it's effect reduces as the annulus position deviates towards vertical position. As a result, the $\mathrm{Nu}_{c}$ value becomes closer to each other at this region at the same ZZ.
Fig. (16) and Fig. (17) show the effect of angle of inclination on the heat transfer processes for $\mathrm{q}=265 \mathrm{~W} / \mathrm{m}^{2}, \operatorname{Re}=154$ and 378 ; respectively. Fig. (17) gives the same behavior that obtained in Fig. (14), but the problem is in Fig. (16) which at the carly sight may causes a distortion in a physics concepts that concluded from the previous figures of the local Nusselt number. Hence, if the light is perfectly focused on this natural behavior, the problem will be entirely understood. In this figure, in spite of low Reynolds number the local Nusselt number value at the entrance for the same $Z Z$ increases gradually as the inclination angle deviates from the horizontal to the vertical position, then becomes closer to each other in the region bounded between semi-logarithmic value of $Z Z=0.1$ and 0.109 , then a reverse situation occurs further downstrean, and the $\mathrm{Nu}_{2}$, value becomes higher as the angle of inclination deviates from the vertical to the horizontal position. This situation may be expected to occur due to a reverse flow existence at the cntrance in $\alpha=40^{\circ}$, $70^{\circ}$, and $90^{\circ}$ (vertical) due to high heat flux relative to Reynolds number creates a distortion in flow pattern and makes the air particals reverse near the heated wall due to very low density if comparison with these in the annular gap. The reverse flow enhance the heat transfer process and gives high $\mathrm{Nu}_{2}$, value. Further downstream the natural convection in horizontal and inclined positions will be stronger in that of vertical position leads to improve of heat transfer process in this positions greater than vertical position.

## Correlation of Average Heat Transfer Data

The values of the $N u_{m}$ for horizontal ( $\alpha=0^{\circ}$ ), inclined ( $\alpha=40^{\circ}, 70^{\circ}$ ), and vertical ( $\alpha=90^{\circ}$ ) positions are plotted in Figs. (18-21) in the form of $\left.\log N \mathrm{Num}_{\mathrm{m}}\right)$ against $\log (\mathrm{Ra} / \mathrm{Re})$ for the range of Re from 154 to 845 , and Ra from $0.4767 \times 10^{5}$ to $1.3261 \times 10^{5}$. All the points as can be seen are represented by a staight lines of the following equations:

$$
\begin{array}{ll}
\alpha=0^{\circ}(\text { horizontal }) & N u_{m}=259.402(\mathrm{Ra} / \mathrm{Re})^{-0.389} \\
\alpha=40^{\circ} & \mathrm{Nu}_{\mathrm{m}}=265.199(\mathrm{Ra} / \mathrm{Re})^{-0.40147} \\
\alpha=70^{\circ} & \mathrm{Nu}_{\mathrm{m}}=326.960(\mathrm{Ra} / \mathrm{Re})^{-0.43 .363} \\
\alpha=90^{\circ}(\text { vertical }) & \mathrm{Nu}_{m}=476.150(\mathrm{Ra} / \mathrm{Re})^{-0.50374} \tag{20}
\end{array}
$$

It was shown that the heat transfer equations for all the positions have the same following form:

$$
\begin{equation*}
N u_{n 1}=a(\mathrm{Ra} / \mathrm{Rc})^{d} \tag{21}
\end{equation*}
$$

Where a and $d$ are given in Table (1)
The values of $d$ which. represent the slope of each curve decrease as the inclination angle deviates from horizontal to vertical position due to decreasing of the buoyancy effect.

The generai equation that described the heat transfer process for a selected Re range from 154 to 845 and Ra range from $0.4767 \times 10^{5}$ to $1.3261 \times 10^{5}$ and inclination angle range from $40^{\circ}$ to $90^{\circ}$ (verlical) was derived in the following form:
$\left(N u_{m}\right)_{\text {ine }}=32.371(\operatorname{Ra})^{-0.389} \cdot(\operatorname{Re})^{0.655} \cdot[\sin (\alpha)]^{-2.7(1108}$
The values of measured $\mathrm{Nu}_{\mathrm{mt}}$ are compared with that of $\mathrm{Nu}_{\mathrm{m}}$ calculated from eq.(22) as shown in Fig. 22 which are represented by the solid line. The dashed upper and lower lines represent the maximum and minimum acceptable deviation between them which equal $10=15.3 \%$.

## CONCLUSIONS

1- The variation of the surface temperature along the inner cylinder at all angles of inclinations is affected by the extent of the local mixing which increases as the heat flux increases, Re decreases and anmuhus orientation deviates from vertical to horizontal. The increase of local mixing causes an improvement in the local heat transfer process and reducing the heated surface temperature.
2- The varistion of $\mathrm{Nu}_{z}$ with $7 Z$ at any angle of inclination was affected by many variables summarized in the following points:
a- For the same Re and amnulus orientation, the $\mathrm{Nu}_{2}$ increases with heat flux.
b- For the same heat flux and annulus orientation, the heat transfer process is dominated by:
i- Forced convection as Re increases and becomes relatively high if comparison with the applied heat flux.
ii-Natural conyection as Re decreases and bccomes low relatively if comparison with the applied heat flux.
c. For the same heat llux \& Re, the Nuz value decreases as cylinder position changes from horizontal towards vertical (i.e.: the minimum value occurs in the vertical position and the maximum value occurs in the horizontal position).
3. The effect of buoyancy is small at the annulus entrance and increases in the flow direction.
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## NOMENCLATURE

A : annular gap area; $\mathrm{m}^{2}$
$A_{1}$ : inner cylinder surface area; $m^{2}$
$\mathrm{D}_{\mathrm{h}}:$ hydraulic diameter $=2\left(\mathrm{r}_{2}-\mathrm{r}_{\mathrm{l}}\right): \mathrm{m}$
I: current; Amp
$\kappa$ : thermal conductivity; $\mathrm{W} / \mathrm{m}^{2} .{ }^{\circ} \mathrm{C}$
L: annulus 'ength; m
$\dot{\mathrm{m}}$ : volumetric flow rate; $\mathrm{m}^{3} / \mathrm{s}$
$\left(\mathrm{Nu} \mathrm{m}_{\mathrm{m}}\right)_{\text {inc. }}$ : mean Nusselt number at any angle of inclination
Q : convection heat loss; W
$Q_{1}$ : total heat given; $W$
$\mathrm{Q}_{\mathrm{cr}}$ : convection- radiation heat loss; W
$\mathrm{q}_{\mathrm{r}}$ : radiation heat flux; $\mathrm{W} / \mathrm{m}^{2} .{ }^{\circ} \mathrm{C}$
q : convection heat flux; $\mathrm{W} / \mathrm{m}^{2} .{ }^{\circ} \mathrm{C}$
$r_{1}$ : outer radius of inner cylinder; $m$
$r_{2}$ : inner radius of outer cylinder; $m$
V': voltage; volt

Table (1) Constants in Eq.(21) for Various Angles of Inclination.

| $\alpha$ | $\mathbf{a}$ | $\mathbf{d}$ |
| :---: | :---: | :---: |
| $0^{\circ}$ (horizontal) | 259.402 | -0.389 |
| $40^{\circ}$ | 265.199 | -0.40147 |
| $70^{\circ}$ | 326.96 | -0.413693 |
| $90^{\circ}$ (vertical) | 476.15 | -0.50374 |




Fig.(2) Variation of the Surface Temperature with the Axial Distance, $\operatorname{Re}=218, \alpha=0^{\circ}$ (Horizontal)


Fig.(3) Variation of the Surface Temperature with the Axial Distance, $\mathrm{q}=682 \mathrm{~W} / \mathrm{m}^{2}, \alpha=0^{\circ}$ (Horizontal).


Fig.(4) Variation of the Surface Temperature with the Axial Distance, $\mathrm{q}=265 \mathrm{~W} / \mathrm{m}^{2}, \alpha=90^{\circ}$ (Vertical).


Fig.(5) Variation of the Surface Temperature with the Axial Distance,

$$
\operatorname{Re}=724, \alpha=90^{\circ} \text { (Vertical). }
$$



Fig.(6) Varialion of the Surface Temperature with the Axial
Distance for Various Angles, $\mathrm{q}=680 \mathrm{~W} / \mathrm{m}^{2}$. $\mathrm{Re}=300$.


Fig.(7) Variation of the Surface Temperature with the Axial Distance for Various Angles, $\mathrm{q}=680 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{Re}=724$.


Fig.(8)Variation of the Surface Temperature with the Axial Distance for Various Angles, $\mathrm{q}=680 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{Re}=845$.


Fig.(9) Local Nusselt Number Versus Dimensionless Axial Distance, $\mathrm{Re}=218, \alpha=0^{\circ}$ (Horizontal).


Fig.(10) Local Nusselt Number Versus Dimensionless Axial Distance, $q=679 \mathrm{~W} / \mathrm{m}^{2}, \alpha=0^{\circ}$ (Horizontal).


Fig.(11) Local Nusselt Number Versus Dimensionless Axial Distance, $\mathrm{Rc}=724, \alpha=90^{\circ}$ (Vertical).

lig.(12)Local Nusselı Number Versus Dimensionless
Axial Distance, $\mathrm{q}=382 \mathrm{~W} / \mathrm{m}^{2} . \alpha=90^{\circ}$ (Vertical).


Fig.(13) Local Nusselt Number Versus Dimensionless Axial Distance for Various Angles, $\mathrm{q}=680 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{Re}=300$.


Fig.(14) Local Nusselt Number Versus Dimensionless Axiak Distance for Various Angles, $\mathrm{q}=679 \mathrm{~W} / \mathrm{m}^{2}$. $\mathrm{Re}=724$.


Fig.(15) I ocal Nusselt Number Versus Dimensionless Axial
Distance for Various Angles, $\mathrm{q}=680 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{Re}=845$.


Fig.(16) Local Nusselt Number Versus Dimensionless Axial Dist nce for Various Angles, $q=265 \mathrm{~W} / \mathrm{m}^{2}$. Re $=154$.


Fig.(17) Local Nusselt Number Versus Dimensionless Axial Distance for Various Angles, $\mathrm{q}=265 \mathrm{~W} / \mathrm{m}^{2}, \mathrm{Rc}=378$.


Fig.(18) Logarithm Average Nusselt Number Versus $\log (\mathrm{Ra} / \mathrm{Re}), \alpha=0)^{\circ}$ (Horizontal).


Fig.(19) Logarithm Average Nusselt Number
Versus $\log (\mathrm{Ra} / \mathrm{Re}), \alpha=40^{\circ}$.


Fig.(20) Logarithm Avcrage Nusselt Number Versus $\log (\mathrm{Ra} / \mathrm{Re}), \alpha=70^{\circ}$.


Fig. (21) Logarithm Average Nussell Number
Versus $\log (\operatorname{Ra} / R e), \alpha=0^{\circ}$ (Vertical).


Fig.(24) Comparison Between Measured $\mathrm{Nu}_{\mathrm{m}}$ and $N u_{1}$ Calculated from eq.(22).
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#### Abstract

This paper introduces a new model-fire identification medhenlulogy to detect and identify spadkers and recogrize them. The basic module of the methotulogy is a novel multi-dimersional pavelet neural network. The WNN approach inclunde: a universal approxienalor; the time - frequency localization: property of wavelets leads to reduced networks at a given level of performance; The construct used as the feature moche elussilier. Wavelet transiomm has been successinally sppplied to the processing of non - stationary speceh signal and the feature vector that ubleined becomes the inpur to the wavelet ncural network which is trained nff-line to map features to used for the elassiltication procedure. An example is cmployed to jilustrate the robustress and cffectiveness pi the proposed scheme.
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## INTRODLECTION

Recently, sornc stratcegic issues and approachess โит speakur identification (Si) have been addressed by scveral investigatons. The issue is the pertormance of SI so that reoognition fetays and talse identily may be ayvoided. The complexity of the St tosk fies in the fat that given utterance can he represented by an effectively infinite number of time - frequency pattern . lypical elassidicalion problem, which generslly include tow main modules: feature sultelium and classification where the second part i.c., classifier design have their twom disedvantages due to the complex distribution of the feature vectors [Ilex 2001]. Waveiet newal network (WNN) have recently attrected geat interest becalse their advantages over radial base function network as thy are universal appruximators but achicve faster convergence, Furthermore, WNNs possess a wique attribute: Ju uddition to forming an orthogomal basis are also capuble of explicity representing the behatior of a function at various resolutions of input variahles[Gecrge 2000].For instance, the task of jathero rewogition is function mapping whose objective is to assign each pattert in a feature space to a specific labél in at tluss space.
Whis pater is organized as follows the next section introduces sone basic cuncepts in wavelets and wavelet newral retworks; we describe next the general identification and classification anchitectures; focused attention is paid to the wavelet neural network; onr example is usod to iflusirule the main features of the schome; the paper woneludes preprocess the speceh signals
 trained ofT-line by wNN with differend sultection crrors to get data buse of sporakers, then applied uoknown speaker yector to the WNN to be chassified and identify the speaker.

## DISCRETE WAVELET TRANSHOKM FOR REATURE EXTRACTING

The Biscrete Wayclet Transform ( FW W) in more popular in the field af signal digital processing. We thus introduce a simple fealure exlraction model based un the result of DWr[. in onder to parametcrize the speech signal, we should first decompuse the sigzal in the dyadic form using the Mallat's algorithm [Mallat 1489).
The ability of 3 W'l to extrict features from the sigoal is dependent on the appropriate choice of the mother warelot function [ Burnas 1998). Some of the popular families of wavelol bascs functions are Harr, Dauhechics. Coillct, Symlet, Merles, And Mcxican Hat. The prupertics of the wavelet functions and the characteristics of the signal being anslyzed need to be matched [Khalaf 20t53]. The properties of wavelct function are tabulated in Table (1).
[able (1) Projerties or Wavelet Functions


The objective of this module is to determine and extract appropriatpJeatures for the fault or defect classification task. An additional objective is to reduce the search space and to speed up the computation.. In preparation for feature extraction, a windowing operation is applied to the I-D signals in order to reduce the search space and facilitate the selection of appropriate features [Khalaf 2003].

## WAVELET NEURAL NETWORKS

A neural network is composed of multiple layers of interconnected nodes with an activation function in each node and weights on the edges or arcs connecting the nodes of the network. The output of each node is a nonlinear function of all its inputs and the network represents an expansion of the unknown nonlinear relationship between inputs, x , and outputs, F (or y ), into a space spanned by the functions represented by the activation functionsofthe network's nodes. Learning is viewed as synthesizing an approximation of a multidimensional function, over a space spanned by the activation functions $\Sigma \Phi(\mathrm{x}), \mathrm{i}=1,2, \ldots, \mathrm{~m}$, i.e.

where. Np is the number of wavelet nodes in the hidden layer and WI is the synaptic weight of WNN. The additional parameter $c_{i}$ is introduce to help dealing with nonezero average since wavelet If/"is zero mean. A WNN can be regarded as function aproximator , which estimate an unknown function mapping [Q. Zhang 1992]. This network structure is shown in Fig .(1).


Fig (1) WNN Structure for approximation The combination of translation ,dilation , and wavelet lying on the same line will be called a wave/on in the sequel.

The authors in [ Oubez 1994], and independently, in [Bakshi 1992 ], arrive at very similar formulations of the wavelet network that are closer to the wavelet expansion than to neural networks. The wavelet
parameters are neither adapted as in [Q. Zhang 1992] nor computed from prior Fourier data analysis as in [ Pati 1993], but are taken incrementally from a predefined space-frequency grid of orthogonal wavelets.
This approach prescribes learning as a multiresolution, hierarchical procedure, and brings about the possibility of a type of network growth.

## Wnm Initialication

 $-1,2$....N. To initialize $f .3$ we need to estimate the moun of the function $f(x)$ (from its uvailable obscrvation) and set $4 . J$ to the estimated meanh WrIS are simply set tu zuro the rest of problem is bow to initialize tif's and $s$ : 's. The approximation ertor is minimized by adjusting the activation function and network parstncters using empirital (experimental) data. Iwo bypers of activation functions are commonly used: global and locell. Global activation tanctions are active over a large range of input values and prayide a global approximation to the empirical data. Incal activation functions are tictive only in the immediate vicinity of the given input valuel Bakshi 1094].
It is well known that functions cin be represented as a weighted sum of orthogonat basis functions. Such expatisions can be casily represented as ncural nets by having the suleceled basis functions as adivalion functions in each tuale, and the coefficients of the expansion as the weights on cach output edge. steveral classical orthogonal functions, such as sinusoids, Walsh functions. etc., but, unfurtunately, most of them are giolatl approximators and suffer, therefore, from the disadvantages of approximation using global functions. What is nexedex is a sel of lasis tunctions which are local and orthugonul. A special class of fututions. known as wavelets, pussess good localization propertics while they are simple orthonommal bases. Thus, they may be comployed at the activation lunctions of a neural retwork known as the Wavelet Neural Network (WNN). WNNs possess a unique attribute: In atdition to forming an orthogonal hasis are also capable of explicilly representing the bchavior of a function at various resolutions of input variables. The pivotal conecpt. in the formulation and design of ne:ual netrorks with wavelets as basis functions, is the multiresolution representation of functions using wavelets, It provides the essential framework for the completely localizerd and hicrarchical truining afforded by Wavelct Neural Networks [Gcorge 20te)].
By linearly combining scveral sucin waveluls. with multiple-inputisingle-output neural nctwork is obtained. The basic training algorithon is based on sllepest descent. Rolalion matrices are also incorporated for vetsatility ul the expense olmining conplexity. The suthors in [Malat 1980)] demonstrate the way to have the explicit link between the network coedlicients and some appropriate wavelet liansform.
Wavelets checus in faruily of functions asch is detined by dilation df which control the scaline larameter and fransiation $t f$ which control the pusialien of a single function anamed the molloer
 properties nore accurately.
There are several spprowecs for WNN construction (a brief survey is provided in [Q. Zhang (99)2]), wh pay special attention on the model propswed by Zhang [Q. Thang 1992] du to its notable tealure in Jealiny with the sparamess of training dala, Following constructing a WNN involves tow stuges: First. construct a waveltul library $W$ nf diseretely dilated and translated version of wavelet mother function Ij :

Where Xk is the sampled inpus, ank T , js the nunther of wavelets in W , seconed sclect the best M wavelet bisital an the traiuing data limen wavelet library $W$, in ordex to build the regression Based on the previous discssion we propose a metwork structure, Given an n-clement waining set of the form:

Co intialize If and Sj select a point $p$ between intervat of "unction $u$ and $b^{\prime \prime} a<p<b$ The cherice of this paint will be detailed later. 'Jber we sel

```
& % % % &!
```

Where $\zeta>0$ is property sclected constant (he lypical value of $\overline{5}$ is 0.5 ). the interval dividet into two paats by $f$. to each sub inkerval we repeat the same procedure which will initialize 12, S2and $f \mathrm{f}$. s] and wo on, until all wavelet will inlitialise. This procedure applies in this form when a number of wavelons are used which is a power of 2 . then we take the point $p$ to bet the center of gravity of (a. b). There are several mother wavelets that could be useful in ore project . The comtinuos wavelel lranstorn theory in the Morlet- Grosmann sense provides us with considernble flexibility in designing our networks If - (x exp ( $-1 / 2 \times 2$; [Q. Zhung 1992] . Shown in fig 2. There is Mexicetn Itat. The molher wavelet If $=(1-X 2)$ exp ( $-1 / 2 X 2$ ), shown in Fig .(3).


This function, shown in Fig. (4), consists of two cycles of the cosine lunction, windowed by a trapezoid that lineurly tupers two thirds of the endpuints to zero[Goorge zonol, these function will be used in training WNN.

## Wavejet Neural Netwurk Classifier

The MIMI WNN. depicted schenatically in Fig, (5), is used as the classificr. Potentiel dyantages of the WNN as a universal approxitralor and the time - frequency localization moperty of wavelets leads to redubed aetworks at a given level of performante .sy WNNs offer a ook compromise between robust implementations and elljejent functionat representations; the ulti-resolution organization of warvelets provides a heuristic for neurat network growh.
Furthermore, WhNis may be optimized with respect to structure (nm-"berof nodes) and theis arameters using a Gunclic Algorithm as the optimization tool. The structure and the parameters f the network are determined iteratively until a pertomsince melric is satisfied. The WNN onstruct suggests a mears to parallei-prosesss multiple signals in a multi-tasking enviromment, hus expoditing considerably processing limes. Finally, it offers an easy and user-litendly way to keun" new signal] paterns, us long as training data is avaitable.
This algorithm modifies the parameters vector $e$ after each measurcment $(X)$, Y $/$ ) in the opposite irection of the gradient or the dunctional

As is the case for backprobagation algorithu for tetral nutwork keaning [Q. 7hang 1492] . The ohjective unction (4) is likely to be わighly norkonvex, so focal minima are exjectet. To improve the ituation carcful instialization of the algurithm is preformed and upprupriate constraints ar $\cdots$ set it the adjusted parameters.




## Wavelet Neural Network Learning Alsorithmat:

The rethend of seteing the values of wejphts (in training phase) is an inportant istinguishes characteristics of didferent neural networks. There are two comemon types w[ raining algorilums, suporvisod and unsupervised, sornetimes there is a third methed, i.e. elf-supervised or reinforemment training method [[Chanshou 200].
The learning is based a Stochastic gradicnt type algorithul Fig, (6) wish very imilar to the backprobagation algurithom lor neural network, first collect all the paraneters go. Wi,didif In a vector $e$ and write fa (-以) to refer to the wetwork delincel by Eg.(3) whith the piratneter vector es. The objective Junction to be minimized is



## SIPAKEK IDEN'TFICATION AND CLASRIFICATION METHODOLOGY

Fios (7) depicts the major modules of the identiticativon and chassilication methodology. Sensor data are used first ollline to gencrate a feature basc. From a teature fibrary, those features are selected that prowide a good match with the failure modes to he delectux and identified. An invoming sensor signal is fod on-tine in real-time to the fealure exleretor which attempts to extract a set of features'.
This feature vector is provider next as an input to the wavelet neural network; the later is acomparied with an appropriate decision logic that decided upron the particular speaker class that the fcaiures (symptoms) belong to.


EVALUATION TEST OF THE PROPOSED SPLEAKER IDENTIFICATION SYSTEM
In chis section the experimental result will be given.

```
Ema:atucaw
```









## The Preprocessing

* The speech signals used in this work are sumpled with a sampline frequerty of44,1 kJL.
* The spoceh signal is scgmonted into 256 samples per segumen (Iranes), the ovcrlaphetween limenes is 128 samples per segnent.


## Fcyture Extraction

* Eimh Famt of the spoken words is now expanded using the Discrete Wavelet Transform (10WI) up 108 levels of decomposition.
* By comnuting the power in each segmen in tach level of the decompesition, a feature vectors 'Yila be obtained that describes the power distribution over the timelrequencyplane. IThis scale power density along every scennent describes the fowner varinuion in exch scalc.
* The variance of the power overall the segments und for cach of the 8 levels is computed, leading in a vector called (normalizod power sectur).
These stcps will be shum in the Fig (7).
The proposed metbod is first studiod with changing the wavelet functions and using different numbers of wavelones, becallse these hav parancter influence directly ort the speaker recognition alcuraty. The Dasbechics wavelet of order 4 (Db4) is chusert in the processing phases and. The Daubewhies wavelets have songe charactcristics that are useful fior spoaker recogrition
[Khataf 2003]. Table (2) and (3) shows the perocntage of conted thassification for text indejendent and text-dependent. reypectivetly.



## CONCLUSIONS

A model-frec approach to the problem of sigeaker identification conditions hasbe enpreserated. The muthi-dimensional WNN is an effective anded efticient tool tor ctassification. The computational to the feature extraction step where appropriate Jegatures musi the computed from signal data that eumeprise eventianly the input vector to the network. The WNN appromith offers additional advantages in terms of tearning and optimization functions that may be carried out offline or online. Julibermore, the reural nct topology suggests means lor pardlel provessidiy - useful in high fropucney processes hecanse of fast learning time. These shows promise as an effective nowel for the analysis of process data for many intustrial and other engincered systems.

## RUWERENCES

 [dentilication Using Neural Notworks" Frue. ICASSF 20 R1.

Gcorge Vachtsevanos, Peng Wang (20) stems. Atlanta. GA 39332, USA.

Mallat, (19\%9). A Theory of Multi - Resolution Signal Deconposition, procteding of Tiline
Burrus C.S., Gopinath, R.A., and (isum F., (1998), Litroduction to Wavelet and Wavelec Transform.
prol: Dr. W. A. Malmoud. R. F. Khalad, Saticia K. Omtran (2fole ). Speaker Idemification Based On Wavelet Aud Neural Network, College of Engineming - I Jniversity of llaghdad ..
Q. Thang and A. Benvenisti (1992), Wavelet networks, IFFE 'liansactions on Neural Netrworks, vol. 3 , ताs. 6 , pp. 889-898. Nov.

Pati and P.S. Krishnaprasad. (1993), Analysis and synthesis of Eextturward ncural networks, using discrete adlinc wavelet translomations, IFI:I: [ransactivas on Neural Networks, yol. A, ne. 1, pe. 73-85, Jan.

Outhe7. and R.L. Pcskin, (1994), Multirtsolution neuraf networks. in SFIE:. wol. 242. pp. 619-659.
Bakshi and G. Stuphanopoulos, (1992). Wayelets as basis firwetions for localized lesmeng in a multi-resolution hierarchy, in Froc. IJCNN MI), vol. 2. pp. 140-145.

Bakshi A.K. Koulouris, and G. Stephanoportos, (1994), Wuve-Nets: Novel leanting cechniques, and the induction of physicully interpretable maceles." in SFIE., vol. 2242, pp. 637-648.

Lhansbou Y., (2000), lied Forward Neural Nenwerks And Their Applicalions In Forecasting Mst. Thesis. Department of Computer Science, University of Housten, IISA December

