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ABSTRACT

A boundary element numerical algorithm has been developed for the determination of stresses and
deformations around cavities and tunnels. A study of the influence of depth below the ground
surface on the distribution of stresses and deformations around cavities and tunnels is presented in
this paper. The soil is assumed to behave linearly elastic.

A computer program has been built to perform the numerical computations. The results show that
with increasing the depth of placement of tunnel or opening below the ground surface, the
settlements decrease. The maximum stresses occur at the haunches of the tunnel rather than at the
Crown.

For the circular cavity that is considered in this paper, it was found that with increasing the depth
below the ground surface (depth/tunnel diameter > 3), the surface settlements do not exceed 6 %
from those obtained for the case of no-cavity condition.
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INTRODUCTION
Rapid growth in urban development has resulted an increased demand for the construction of water
supply, sewage disposal and transportation systems. Tunnels are an essential component of these
systems and constitute a major portion of project expenditure.
Recent advances in tunnelling technology reduce construction time with consequent decrease in
cost. However, even with modern equipment, experience has shown that designing of tunnels must
include dealing with three important problems:
1- Maintaining stability of face and wall of the tunnel before supported by lining.
2- Predicting displacements caused by excavation of the tunnel on the surface and throughout the
adjacent ground mass.
3- Predicting the magnitude and distribution of earth pressure acting on the tunnel.
So, there is an urgent need for reliable means to estimate the extent and nature of the
movements and disturbance occuring in areas above and adjacent to tunnels. These
deformations may significantly affect nearby structures and need to be considered during
design.
The object of this paper is to provide, as far as possible, a picture of the stress distribution around
cavities and tunnels in an isotropic medium. Also, provide at least a temporary expedient for
estimating the settlements to be expected at varying distances laterally from the centre line of a
cavity or a tunnel.

PREVIOUS STUDIES

Although the finite element techniques have been used in so many practical problems, the boundary

formulations appear as an alternative technique that, in many cases, can provide more reliable or

economical analysis. Even with automatic mesh generation techniques, the finite element method
has not found widespread application to tunneling problems because of the data preparation
problems and considerable computer time requirements.

The input data requirements of the boundary element method (BEM) are considerably less than

these of the finite element method (FEM) since only the boundary needs to be discretized. Unlike

the FEM, the BEM can model the boundaries at infinity without truncating the outer boundary at
some arbitrary distance from the region of interest.

In the boundary element method, the unknowns appear only on the boundaries of a domain, so the

number of the unknowns may be reduced compared to the three-dimensional finite element method.

This condition is well suited to tunnels, where the most significant unknown, the surface subsidence

appears on the boundary.

The research already conducted on tunneling problems or soil-structure interaction using the BEM

can be summarized as follows:

1- Brady and Bray (1978a and b) have described a boundary element method for determining the
distribution of stress and induced displacements around long, narrow, parallel - sided openings in
an elastic medium. A good agreement was found between the results of the boundary element
analyses and those obtained from analytical solutions. A BEM of stress analysis was also
developed for the solution of complete plane strain problems and applied to determine the stress
distribution around openings with irregular cross sections having any arbitrary orientation in a
triaxial stress field. The displacements induced by the excavation are also included.

2- Venturini and Brebbia (1981) have described for the first time, the extension of the BEM to no
tension materials such as those present in underground and surface excavations.

3- Ito and Histake (1982)* treated generally, a three-dimensional problem of an advancing shallow
tunnel in an elastic and non-elastic ground by the boundary element method. The tunnel advance
velocity and the position of the face were taken into consideration. The method has been
illustrated and verified on two sites where subsidence measurements were taken simultaneously.
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The disadvantage of this method is that it does not deal with displacements inside the ground nor
with the corresponding changes in stresses.

4- Gioda, Carini and Cividini (1984)** discussed a boundary integral equation technique for
the visco-elastic stress analysis of underground openings. The results of a test problem were
presented concerning a shallow circular tunnel. These results show that an acceptable
accuracy of the numerical solution is obtained even when adopting a relatively small
number of free variables

5- Again, Venturini and Brebbia in (1984)** have proposed a boundary element formulation
to analyze plane strain problems with possible displacements at the third direction. An
algorithm to model nonlinear behavior is presented including an initial stress process. The
study of an unlined opening was carried out illustrating that tunnels whose axes do not
coincide with the original principal stress direction can not be analyzed assuming plane
strain conditions only.

THE BOUNDARY ELEMENT METHOD

There are many engineering problems for which it is possible to represent the governing equations
by a system of boundary integral equations (BIEs); that is , the integrated unknown parameters, in
such equations, appear only in integrals over the boundary of the problem domain. There are many
numerical approaches for the solution of such equations, and each approach gives the solution of
such equations, and each one of them may be called a boundary integral equation method (BIEM).

Characteristics of the Boundary Element Method

The boundary element method (BEM) is considered nowadays the most popular numerical

technique for the direct solution of BIEM. It is based upon piecewise discretization of the problem

boundary in terms of sub—boundaries, known as boundary elements, in a way similar to that
employed for the finite element method. The main advantages of the BEM compared with domain
numerical techniques can be summarized in the following statements: -

1- For many applications, the dimensionality of the problem is reduced by one, resulting in a

considerable reduction in the data and computer CPU time required for the analysis.

2- The BEM is ideal for problems with infinite domains, such as problems of soil mechanics, fluid

mechanics and acoustics.

3- No interpolation errors inside the domain.

4- Boundaries at infinity can be modeled conveniently without truncating the outer at some

arbitrary distance from the region of interest.

5- Surface problem, such as those of elastic fracture mechanics, or elastic contact, is dealt with

more efficiently and economically with the BEM.

6- Valuable representation for stress concentration problems.

7- The BEM offers a fully continuous solution inside the domain, and the problem parameters can

be evaluated directly at any point.

The boundary element method has also disadvantages and they can be outlined as follows,

(EL-Zafrany 1992):

1- The derivation of the governing BIEs may require a level of mathematics higher than that with
other methods, but the procedure of the BEM itself is not different from that of the FEM.

2- It leads to fully populated matrices for the equations to be solved, thus it is not possible to
employ the elegant FEM solvers such as the banded or frontal solvers with the BEM.

3- The BIEs of nonlinear problems may have domain integrals which require the use of domain
elements for their evaluation, thus losing the main advantage of the dimensionality reduction
mentioned above.

4- The method is not accurate for problems within narrow strips or curved shell structures.
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The Governing Equations

In the elastic stress analysis of a plane-stress, or a plane strain engineering component, there are
eight basic independent parameters to be determined, namely: the displacements u and v, strains &,
€, and Yy, and stresses Ox, Oy and Txy. They are governed, at any point inside the component, by
eight partial differential equations, which can be deduced for homogeneous isotropic materials from
equations given in the last section.

Strain-displacement relationships

e Zou oV _9v_ou 0
Tl Yoy T oy

Stress-strain relationships

Oy =d11€x +d12€y

Oy =dy1Ey +d228y (2)
Txy =d33 Y xy

where:

dy1 =dj =2G(1-p)/(1-2p)

diy =d3 =2Gp/(1-2p) 3)
diz =G

G = shear modulus

P = v (Poisson’s ratio) for plane strain problems

= for plane stress problems.
1+v

Equations of equilibrium

d
90, + Txy +fe=0
ox dy > @
d7y, d0, Fo=0
+ +fy =
ox ady Y J

with the following equations, at any point on the boundary:
Ty =loy+mty,
(&)

T, =lty, +mo,

where: T and Ty are the traction components in x- and y- directions.
1 and m are directional cosines in x- and y-directions, respectively.

Two-dimensional equations in terms of displacement
Substituting Equations (1) into (2), then the stress components may be expressed in terms of
displacement components. Substituting the resulting equations into the equations of equilibrium
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(Equations 4), then the governing equations are reduced to the following elliptic partial differential
equations in terms of displacement components u and v:

Viu+ i(v.c})+fx /G =0
1-2p ox
L - > (©6)
v+ Z (Vg +f, 1G=0
14 1—2p8y( q) fy

J

where ( =ul + Vj, which is the displacement vector.

Biharmonic representation
Gelerkin introduced strain functions Gy and Gy which may be expressed in terms of a vector known
as the Gelerkin vector, i.e. (EL-Zafrany 1992):

G=G,i+G,] (7)
such that (Little 1973):
- — 1 —
2
q=V*G-——V(V.G) @)
2(1-p)
Writing the partial differential equations (6) in the following vectorial form:
- 1 - -
Viq+—V(V.q)+f/p=0 (9)
2(1-p)

then from the definition of the Gelerkin vector, the previous equation can be modified as follows:
VEV2G)+f/p=0
which can be rewritten explicitly in terms of the following Biharmonic equations:

VG +f, /p=0

4 (10)
ViG, +f, /p=0

FUNDAMENTAL SOLUTION OF SOLID CONTINUUM PROBLEMS

Fundamental Displacement

A two-dimensional solid continuum problem is considered in a semi-infinite domain, with the x-y
plane in a state of loading defined by a concentrated force acting at point (x;,y;) with a uniform
distribution, in the z direction, over a thickness t, which has a constant value for the whole domain.
The applied force is represented by the following vector (Fung 1965):

- A ,\

F=t(e,i+e,)) (11)
where e, and e, are the x and y- components of the applied force per unit thickness.

From the definition of the two-dimensional Dirac delta function, a domain distribution of the load

intensity equivalent to the applied force, may be expressed as follows (Fung 1965):
&

fx =ex5(x_xi9y_yi)

% (12)
fy =ey5(x_xi9y_yi)
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Using Equations (6) and (7), the governing partial diferential equations for the above case may be
written in the following displacement form:

* 3\
vZau© + 1 iau*+av* +fx =0
1-2pox| dax oy G
(13)
*
g2t 1 iau*+av* o
1-2pdy| ox dy G

and the solution to such expressions is known as the fundamental solution.
If the displacement components (u*, v*) are expressed in terms of the componants

(Gi ,G: ) of Galerkin’s vector, such that:

S\

*

*9G,
J =v2G 1 d | IG, y

X 20=pyox| ax 9

(14)
= %

JF_v2GT 1 d an+aGy

Y 20-p)ady| ox 9y

J

then, equations (13) can be reduced to the following biharmonic equations:
&
VG, +e,8(x—x;,y—y;)IG =0
4% (15)
V'Gy +ey(x—x;,y—y;)/G=0

& &
The previous equations lead to the conclusion that the parameters G, Gy can be defined in terms

. % * * %
of one functions: G, =g e,, G, =g e, (16)
Hence, Equations(15) may be reduced to the following equation:
Vi  +8(x—x;,y-y;)/G=0 (17)
Defining another function @ such that: Vzg>1< -® /G (18)

Then Equation (17) can be rewritten in terms of the following Poisson’s partial differential
equation:

Ve  +8(x—x,,y-y;)=0 (19)

which has the following solution:
# 1
® =—[log(1/r)+C,] (20)
2T

Substituting the above expression into equation (18), and using direct integration, it can be shown
that:

2
g* =81;t—u[log(1/r)+C1 +1]+ C, 1)

where C; and C; are arbitrary integration constants.
Then, equations (14) become as:
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&
U, (X=X;,y—¥i) =G g (X—X;,¥y —¥i)ex + G (X— X5,y _Yi)ey (22)
where the fundamental solution parameter Gog is expressed as follows:
% 1 azg*

Gop(x—x;,y —y;) =V’g (23)

8 —

®2(1-p)| 9x40xg
All explicit expressions for the fundamental solution parameters given in this paper are found in (al-
Adthami, 2003).

Fundamental Strain
The components of Cauchy’s strain tensor can be defined for the previous case, as follows (Desai
and Siriwardane 1984):

# 1 auﬁ au

€ (24)

aB aX aXB
and using equation (22), the previous equation may be written in the following form:

& & &
€ap = Agprex tAop2ey (25)
where

1( G oG
# o _ 1 By | T oy (26)

ofy
2 aXa aXB
All fundamental solutions given in this paper are functions of (x-X;,y-yi).
Fundamental Stress

Substituting the fundamental strain tensor defined by equation (25) into the stress-strain
relationships, then it can be proved that:

Gop =Dogrex +Dopaey 27)

Fundamental Traction
If the fundamental stress components defined above are employed in equations (5), then the
corresponding components of fundamental tractions can be expressed in the following form:

*
Tx =F1ex +F128y

. (28)
Ty =F21€X +F228y

Boundary Integral Equations

The governing boundary integral equations are usually obtained by employing fundamental
solutions as weighting functions in inverse weighted - residual expressions. For linear elastic
problems, the Maxwell-Betti reciprocal theorem may also be used for direct derivation of boundary
integral equations.

Boundary Integral Equations of Displacement
Substituting the fundamental loading parameters defined by equations (12) into the inverse
expression, and using Dirac delta properties, it can be deduced that:
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Ciuje, +Civie, + §(T:u +T;v)dl" =
r

§(Tyu +Tyv )dr + [[(fyu + fyv )dxdy
r Q

where: w; =u(X;,y;), V; = V(X{,¥;)

Employing fundamental displacements (equation 22), and fundamental tractions (equation 28), for
arbitrary values of ey, ey, then equation (19) can be split into the following boundary integral
equations which are defined with respect to the source point (x;, y;):

Cu, + i (Fyyu + Fyy v)dl = {{ (G 1 T, +G 5, T, )dT +U(x;, ;) (30)
C,v;, + i(Fuu +F,,v)dl = i(GuTX +G Ty +V(x;,Y;) (1)
where: U(x;,y;) = g(anx + G ,,fy Jdxdy (32)

V(x;,y;) = g(Gufx + G p,fy Jdxdy (33)

which represent domain loading terms.
If the source point (x;, y;) is inside the domain, then Ci=1, and equations (30) and (31) may be
modified as follows:

U(Xi ’yi) = U(Xi’yi ) + §(G11TX + GZlTy )dF —§ (Fnu + FZIV)dF (34)
r r

V(Xi ,yi) = V(Xi’yi ) + §(G12TX + G22Ty )dr —§(F12u + Fsz)dF (35)
r r

The analysis given in the remaining subsections will be limited to cases with source points being
inside the domain.

Boundary Integral Equations of Strain
Equations (34) and (35) can be differentiated partially with respect to Xx; and yj; that is, Cauchy’s
strain components may be defined at an internal point (x;,y;) as follows (Banerjee 1994):

u; aVi 1 aui aVi
_ 1 _— gxy - +—1
ox; ay; 2| dy; ox;

When employing displacement equations (equations 34 and 35) in the previous expressions of strain

components, integral terms are to be differentiated with respect to x; and y;. Then, the boundary
integral equation for Cauchy’s strain tensor may be expressed in the following form:

Exx(Xi5Yi) = s Eyy (Xp,y) = (36)

Eap (Xi>¥1) = [[(Agpify + Aggofy Jdxdy + §(A o5 Ty + A g, T, )AL —
Q r

(37
(B gp1u+Bgg, v)dI
r

oF oF
and B 11 % + (38)

—A —_
W 2| 0x,  Oxg

where: A

afy = " apy>
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Boundary Integral Equations of Stress

Substituting the strain tensor defined by the boundary integral equation (37) into the stress-strain
relationships, then a boundary integral equation for the stress tensor at the internal source point
(X, yi) can be described, and expressed in the following form (Banerjee 1994):

Gop (XisYi) = [[(Dgpify +Dopafy ddxdy + §(Dog Ty + Dy, Ty )AL —
Q r

(39)
§(E aﬁlu + E(X,BZ V)dr
I

where: D

apy = ~Dagy (40)

Numerical Treatment of the Boundary Integral Equations

The boundary element method, as described in the previous sections, is based upon dividing the
boundary into a suitable number of boundary elements, and approximating the boundary
distributions of field function parameters such as displacements and tractions by interpolating them
in terms of their nodal values within each element. Discretizing the boundary I' of a two-
dimensional elasticity problem into n. boundary elements, the boundary integral equations
(equations 30 and 31) with respect to the source point may be rewritten as follows:

— 3\

Ciui + Y, | ${F11u(T,)+Fyv(T )Ml |=
r

e

n (41)

HoUT, (T,)+ Gy Ty (TOHT |+U(x;,y:)
e=1|T

e e J

De
CiVi + Z §{F12“(Fe ) + F22 V(Fe )}dr =
e=1 Te

De
2 §{G12Tx(Fe)+G22Ty(Fe)}il“ + V(x;,¥;) (42)
e=1 Te

where each parameter in the form of f(I'c) represents a field function parameter approximated over
the boundary I'. of the eth element.

A Computer Program for Two-Dimensional Solid Continuum Problems

A computer program based upon the theory of the two-dimensional solid continuum mechanics
problems of the boundary element method with constant elements is coded in FORTRAN 77 and
introduced herein. The program can deal with plane-stress and plane strain problems with surface
and domain loading.

In the design of tunnels to be constructed in urban areas, it is necessary to estimate the magnitude
and distribution of the stresses and settlements that are likely to occur due to a particular design and
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construction technique. Also, the effect of these stresses and movements upon existing surface and
buried structures has to be studied.

The main factors that greatly affect the stresses and deformations around tunnels and underground
excavations are the shape, dimensions, depth of opening below the ground surface, distance
between the openings and the kind of supports (gap parameters). Therefore, the influence of the
depth of the tunnel below the ground surface is conducted herein by considering a cavity of 4
meters diameter under a constant surcharge load of 50 KN/m?.

The computer program is used for the determination of the stress and deformation fields around one
cavity. The soil is assumed to be homogeneous, isotropic and a linearly elastic medium containing
one opening representing the cavity dimensions and positions. The chosen discretization boundary
element mesh is shown in Fig. (1).

INFLUENCE OF DEPTH BELOW THE GROUND SURFACE:

Case of a Single Cavity:

Fig. (2) shows a schematic representation of the problem to be studied for 6 values of
depth/diameter ratios (Z,/D =1, 1.5, 2, 2.5, 3 and )

Figs (3) and (4) show the vertical and horizontal displacements (Uy and U,) along the ground
surface. It can be noticed from these figures that as (Z,/D>3), the disturbing influence on the ground
surface does not exceed 5% from the case of no-cavity condition.

Fig. (5) shows the variation of vertical stresses over a line passing through the centerline of the
surface loading and the center of cavities (line I-I) in Fig. (3). The stresses are normalized by
dividing the values by the applied load. From this figure, it can be seen that the vertical stress
distributions increase with the increase of Z,/D ratio, reaching to maximum values as Z,/D — oo
(case of no cavity).

Fig. (6) shows the variation of horizontal stresses over a line passing through the centerline of the
surface loading and the center of cavities ((line I-I) in Fig. (3)). The stresses are normalized by
dividing the values upon the applied load, P. From this figure, it can be seen that the maximum
value of horizontal stress decreases as Z,/D increases, and the point of maximum compressive
horizontal stress lies between the ground surface and 0.5D below it, depending on the position of
the cavity.

Fig. (7) shows the variation of vertical stresses along a vertical line (II-1I) (in Fig. (3)) at a distance
of 0.625D from the cavity’s centerline (where D is the diameter of the cavity). It is evident from this
figure that the maximum values of oy occur at the point lying on the horizontal level of the
centerline of the cavities.

Fig. (8) shows the variation of the horizontal stresses along the same line (as described above).
From this figure, it can be seen that the value of G4 increases to a maximum compressive value
above the centerline of the cavity then reverses back to a maximum tensile value on the spring
level. Afterwards, it decreases asymptotically to a minimum value as Z,/D — oo.
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Fig. (2)-Schematic views of surface load-soil-cavities system.

X (m)
0 2 4 6 8 10 12 14 16 18 20
OOO()() ] ] ] ] ]

Uy (m)

—a—Z0/D=1.0
—e—Z0/D=1.5
--.u.-..Z0/D=2.0
— x—-Z0/D=2.5
—x— Z0/D=3.0
Zo/D=20

Fig. (3) — Vertical displacements on the surface
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Uy (m)

15 20 25

—a——70/D=1.0
* Zo/D=1.5

---w--.Z0/D=2.0
— Xx— -Zo/D=2.5

—»——Z0/D=3.0

Zo/D=
!
Fig. (4) — Horizontal displacements on the surface
Gy/P
0 0.1 02 03 04 05 0.6 0.7 08 09 1

——7/D =10 -
——70/D =1.5
---m-- 70/D =20 ]
— —x— -70/D =25
——70/D =3.0 -
——+—70/D = oo

Fig. (5)-Variation of vertical stresses along line I-1.
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Fig. (6)-Variation of horizontal stresses along line I-1.
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Fig. (7)-Variation of vertical stresses along line II-1I.
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Fig. (8)-Variation of horizontal stresses along line II-II.

Fig. (9) shows the distribution of vertical stresses over a horizontal line 4.0 meters below the
ground surface, namely (III-III in Fig.(3)), which may represent the raft foundation level of some
buildings. It is obvious that by increasing values of Z,/D, the corresponding G, values increase for

the region | X | <D /2 and then take an opposite trend for X| >D2.
X/D
0 1 2 3 4
- e »
=8
\>>
©
0.6 / ——a——70/D=1.0 |
—a——707D=1.5
o84 a.. Zo/D=2.0
/ — -%--Z0/D=2.5
1.0 —a——70/D=3.0
—e—70/D=o0
1.2

Fig. (9)-Vertical stress distribution on line ITI-III.

Figs. (10) and (11) show the vertical and horizontal displacements on the same line (III-III). It is
noticed that their values increase with the decrease of Z,/D ratio.
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Fig. (11)-Horizontal displacement along line III-III.

Fig. (12) shows the vertical stresses over a horizontal line 1.0 meter below the ground surface
(IV-1IV) (Fig. (2)) which may represent the foundation level of many isolated footings. It is noticed
that the heave effect starts to appear at a distance equal to d from the centerline of the surface
loading.
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Fig. (12)-Vertical stress distribution along line IV-IV.

Fig. (13) shows the vertical displacements along the same line above (IV-1V). It is noticed that for
the values of Z,/D < 3, the displacements can be significantly more and the cavity effect has to be
considered. For the values of Z,/D >3, the displacements do not exceed those from the case of no-
cavity by more than 6% and then the effect of cavity can be neglected.
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Fig. (13)-Vertical displacements along line IV-1V.
CONCLUSIONS

1- The boundary element method is a practical numerical tool that can be used to obtain solutions to
a number of geotechnical problems of considerable complexity.

2- For two-dimensional solid continuum problems, the boundary element method presents the same
advantage concerning the discretization of only the boundaries and reduction of the time for
preparation of data.

3- A marked increase of stresses is found as the cavity approaches the ground surface and the stress
distribution is very sensitive to the depth variation compared with the case of no-cavity
conditions.
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4- The maximum stresses occur at the haunches of the tunnel rather than at the crown.

5- For the circular cavity that is considered in this paper, it was found that with increasing the depth
below the ground surface (depth/tunnel diameter > 3), the surface settlements do not exceed 6 %
from those obtained for the case of no-cavity condition.
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ABSTRACT

The paper records a study of an investigating the performance of a solid-rotor induction motor with
a rectilinear inverter excitation to identify the effects of the associated time harmonics. The
performance is determined experimentally by using a stator of a three-phase laboratory induction
motor that is fitted with a solid-steel rotor and compared with the theoretical model developed
which uses the Fourier components of the supply voltage waveform. Final conclusions are drawn
from comparing motor performances with sinusoidal and inverter excitations. An equivalent circuit
model is developed to determine the harmonic currents. The development of the theoretical model
make use of the results of existing field analyses. Harmonic currents and other performance details
including the possible interactions between the co-existing harmonics are determined and discussed.
The measured values of torque, input current and power over full speed range with the two types of
excitation are presented, and compared with the theoretical values. The waveforms of current, phase
and line voltages are analyzed experimentally and compared with simulation results. The theoretical
results correlate well with measured results and the significant harmonic effects are identified.
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INTRODUCTION

The most elementary type of rotor used in induction motors is the solid-steel rotor, which offers
advantages in ease of manufacture, mechanically rigid and having good thermal properties. These
features have made them attractive proposals to replace conventional rotors of induction motors, at
least in some particular design and applications, and particularly for high-speed applications such as
(20000-200000) rpm. The solid-rotor motor have high starting torque with low starting current, high
rotor mass to absorb heat during repetitive starts, and a wide range of speed control for a narrow
range of voltage variation. Many attempts have been made at improving their performance. Early
attempts rely on using a soft-iron rotor with copper end plates [I. Woolley, 1973], to reduce the
effective rotor resistance and achieve the desired torque. New attempts use different approaches of
using composite rotor constructions [J. Saari, 1998, D. Gerling, 2000].

The development of static switching devices with high power ratings is leading to their
continuously increasing application in the control of electrical machines. The static Inverters started
replacing the old rotary converters. Inverters operation is based on the switching techniques.
Therefore, their output is a nonsinusoidal voltage waveform. Fourier analysis show that inverter
waveform contains many harmonics, when compared with old rotary converters. The solid-rotor
motor has a significant advantage over conventional cage-rotor motors, when used in conjunction
with solid-state drives [Leo A. Finzi, 1968]. Its rotor impedance have a numerical value which
depends strongly on the magnitude of the voltage applied to the stator terminals for any given
frequency [Leo A. Finzi, 1968]. The output voltage and current waveforms of the inverter are rich
in harmonics, and these harmonics may have adverse effects on the motor performance. Harmonics
can be a source of trouble in induction motors, producing extra losses and noise. The orders and
magnitudes of the current harmonics which are present in the converter output depend on the design
of the static converter and on the type of load, and are usually amenable to analysis by Fourier
series.

The performance of induction motors operating on a nonsinusoidal voltage can be analyzed using
different approaches. Among these are the equivalent circuit approach [G. C. Jain, 1964, B. J.
Chalmers, 1968, A. M, 2001], the generalized machine theory approach and the multi-reference
frame approach. The last two approaches yield time domain results making them convenient for
analyzing the dynamic performance of induction motors [A. M, 2001]. Since the work presented in
this paper deals with the steady-state performance, the equivalent circuit approach is adopted
through out the presented work to comply with the Fourier analysis approach.

THEORY AND MODELING OF A SOLID-ROTOR INDUCTION MOTOR

A solid-rotor induction motor operates according to the same principles of operation as a
conventional induction motor. The performance of such a motor is characterized by the nature of
the interaction between the air-gap revolving field and the eddy currents induced in the solid-rotor,
which develop the electromagnetic torque.

It is necessary to evaluate the impedance of the solid- rotor, both in phase and magnitude, to predict
the behaviour of the motor under load conditions. The main difficulty in deriving an expression for
this impedance arises from the extremely nonlinear magnetisation characteristic of the steel
material. Many different approaches have been adopted to the calculation of eddy current loss in
unlaminated magnetic materials aiming to develop an equivalent rotor impedance to be included in
the parameters of motor equivalent circuit.

Early attempts are based on the assumption of material constant permeability, i.e. they considered
the rotor as a linear medium. More realistic attempts used non-linear approximations to fit the
magnetising curve, such as a limiting non-linear rectangular approximation. The limiting non-linear
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method is well established and its result agrees well with practical measurements. It is simple to
use, and widely-accepted since the magnetising force at the surface of the solid-rotor is usually high
enough to drive the rotor material well into saturation. Both the non-linear and linear models has
found application in the modeling of a solid-rotor machines.

SOLID-ROTOR MOTOR WITH SINE-WAVE SUPPLY

In the solid-rotor motor, the mechanism of flux penetration into the magnetic material depends
greatly on the magnetic nonlinearity of the iron. Hence it is desirable to think in terms of equivalent
circuit, it is recognized that the rotor circuit parameters have a peculiar property that for any given
frequency, their numerical values depend strongly on the magnitude of the voltage applied to the
stator terminals. To determine the rotor losses and torque of an induction machine with a solid-steel
rotor, results of the approximate theory based on an rectangular B-H characteristic for steel material
(which has been successfully used for a very wide range of applications which is called the limiting
non-linear theory) is used in dealing with the fundamental voltage component as well as sine-wave
supply.

The flux penetration into solid steel considers that the flux density within the steel may exist only at

a magnitude equal to a saturation level £ B . Thus for a given@, as approximately occurs with a
constant applied voltage, O 1is constant and is independent on rotor frequency

[B. J. Chalmers, 1984]. Using the limiting non-linear representation in the analysis of solid-rotor
yield an expression for the equivalent rotor impedance referred to the stator [B. J. Chalmers, 1984, -

1972- 1980-1982], the rotor phase angle is given by this analysis as 266 . Impedance expression is
found upon analysis of the eddy-current losses at slip frequency in the solid rotor. The general form
of the expression of rotor impedance is given in eq. (1)

272
2| AMENZPB) o 0
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Where
L: Rotor length
m : Number of stator phases.
N : Effective number of stator turn per phase.
P : Rotor resistivity.
B : Saturation flux density of the rotor material.

K, : End effect factor [1].
D : Rotor diameter.
s: Slip
A and the phase angle 6, are constants.

1280
3

The value of Ais ( ) and 6, is 26.6° . In practice the empirical adjustment of 6, to 30°,

o
slightly above the value of 26.60, gives consistently good correlation with practical results for a
wide range of design [B. J. Chalmers, 1984, A. M. Saleh, 1985]. The variable quantities in eq. (1)
are the slip s and the flux per pole @, which is dependent on the air-gap voltage and this, in turn,
varies with stator current owing to the presence of series stator impedance [B. J. Chalmers, 1972]. It

is seen that Zy¢ is inversely proportional to the product of flux and slip and this arises from the
effect of the magnetic non-linearity of the rotor material. For an induction machine with uniform
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air-gap flux the rotor impedance at the fundamental supply frequency can be expressed in terms of
the air-gap voltage, E, [A. M. Saleh, 1985] as below

273
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Equivalent Circuit

The equivalent circuit of the polyphase induction motor with a solid-rotor, resulting from the
treatment mentioned above, is shown in Fig.(1), where r; and x; represent the stator winding
resistance and leakage reactance, X,, represent the magnetizng reactance and Zy is the rotor
equivalent impedance referred to the stator at the fundamental supply frequency eq. (2), the core
losses is neglected. So far the circuit appears to have the same configuration as the familiar
equivalent circuit of conventional polyphase induction motors.

The equivalent impedance per phase is given by

Z=Zl+Zm sz/(Zm+sz ) (3)

Where Zl=r1+jx1,
Zm=]Xm

The input power to the rotor per phase is given by
P=L" Ry (4)

Where Ry¢is the rotor resistance referred to stator (i.e. is the real part of Zys ).
The rotor loss is (s P»), then the developed gross output power per phase is

P=(1-s) P, (5
The developed total torque is

T,=3P/w; (6)
But, w; =(1-s) ws , then

Ti=3P, / wy = 31" Ros / wy (M

Where wys is the synchronous speed of the stator field in rad/sec.

I I J X1 I,

« 3  /NMA_mnrn >

Im
V _] Xm ZZf
. | |

Fig. 1 Equivalent Circuit Per Phase
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HARMONIC ANALYSIS OF 3-PHASE INVERTER

The application of symmetrical, nonsinusoidal three-phase voltages of constant periodicity to the
motor terminals results in symmetrical nonsinusoidal three-phase motor currents. These currents
may be thought to consist of a fundamental component plus higher time harmonics
[Muhammad H. , 1993].

The waveform of inverter voltage depends upon the type of converter and the period of conduction

of thyristors. It is rectangular or stepped waveform for 180 thyristor conduction angle. For a pulse
width modulated inverter, output voltage waveform is a pulsed wave depending upon the method of
modulation. The nonsinusoidal input wave is resolved into Fourier series. The behaviour of the
machine is obtained by superposing the effects of fundamental and harmonics. This method
provides informations about individual harmonic behaviour which reflect a guide to the inverter
design.

Fourier Steady-State Analysis

The output voltage waveform of a three-phase inverter feeding a three-phase induction motor
depends on the conduction period of the switching elements. The output waveform of the inverter
is, however, periodic and can be analyzed using Fourier series. For symmetrical waveforms
(the positive half cycle is the same as the negative half cycle) there will be no even order harmonics
(i.e. 2,4,6,..etc.). Hence, by using Fourier series and according to the waveform shown in Appendix
[A], the only orders of harmonics that can be affect machine performance are

n=6k *1 (8)

Where k=1,2,3,...etc.

According to the Appendix [A], the expression for the phase voltage, first phase, say v, can be
written as

Va= Z V, sin (nwt) 9
n=1,5,7,..

Where the constant V, is determined as shown in appendix [A] depending on the shape of the

waveform under consideration.

The harmonic of order n=6k-1 (such as n=5,11,17,...etc.) travels in a direction opposite to that of

the fundamental field with the same number of poles as the fundamental field, i.e., it rotates at a

speed equal to ((6k-1) N ) [6]. The harmonics of order n=6k+1 (such as n=7,13,19,...etc.) travels in

the same direction as the fundamental at a speed equal to ((6k+1) Nj).

The eq. (8) can be written in a more convenient form to indicate the sequence of the harmonic, too,

as:

n=1 t 6k (10)

Thus, the harmonic orders are -5,7,-11,13,...etc. The negative sign associated with the n™ harmonic

represents a negative sequence harmonic order. Third harmonic voltages are in time phase, they

form a zero-sequence voltages. They can not push a current in a star-connected stator windings with

no neutral connection. All harmonics of order triple n will be zero-sequence, and therefore their

effect will be negligible.

A time harmonic of order "n" results in a harmonic synchronous speed nN; and if the machine is

rotating at a speed N, the n™ harmonic slip is given by

sp= (NN EN,) / nN; (11)

The negative sign in eq. (11) refers to forward rotating fields, obtained with harmonic order
1,7,13,...etc., while the positive sign refers to backward rotating fields, obtained with harmonic
order 5,11,17,...etc. In terms of fundamental frequency slip, the time harmonic slip is found to be
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sn=(n X (1-s))/n (12)

Hence the frequency of the n™ harmonic rotor current is
fon=sn (nf1)=[n-(1-8)] f; (13)

For normal operation of an induction machine, s is usually very small and s is much|1¢ss than n-1
and t ere}fore

sp=(n-1)/n (14)
and,
fzn =(n—1) f1 (15)

Assuming that the saturation effect is negligible, that may arise due to superimposing voltages of
different frequencies [1988], the principle of superposition can be applied to determine the overall
performance of the 3-phase induction motor. Superposition principle rely on the assumption of
linear systems. Therefore, this method is subject to the limitation imposed by the superposition
principle. However, for nonsinusoidal voltage waveform, the motor behaviour for the fundamental
is, as well as for individual harmonics are, determined independently and the net performance is
assumed to be the sum of the contributions of each harmonic of the voltage waveform. The
equivalent circuit of the induction motor is used in the analysis and the behaviour of the motor for
each harmonic voltage is obtained by modifying the equivalent circuit for the harmonic under
consideration. Thus a series of independent equivalent circuits (one for each harmonic) are used to
calculate the complete steady state behaviour of the motor. The lack in the superposition principles
is overcome by considering the possible interaction between field components which are present in
the machine.

INVERTER FED SOLID-ROTOR MOTOR

An alternating magnetic field induces eddy currents in the material of iron cores. The eddy currents
oppose the change of the flux, thus the magnetic field and flux can only penetrate to a certain depth
within the magnetic material. The inner part of the material is left without flux. The depth of flux
penetration is defined as the distance from a surface of a conductive material plane where an
amplitude of an electromagnetic incident wave penetrating into the magnetic material
[J. Lahteenmaki, 2002]. As the harmonic flux penetration into the rotor material is relatively small,
the rotor is therefore assumed to have a constant permeability equal to the computed value at the
rotor surface, and the surface impedance may be evaluated for each harmonic [D. O'Kelly, 1976].
The small harmonic flux component (of high frequency) is considered superimposed upon the
larger fundamental component of flux. Results of the linear electromagnetic representation of the B-
H curve is used in the analysis of a solid-rotor motor with nonsinusoidal supply. This method yields
the classical depth of penetration which is dependent upon rotor angular frequency. The linear
representation of the B-H characteristic of rotor steel, obviously, assumes a constant
permeability, u (i.e., B= ¢ H).

The assumption of linear magnetic material is non-realistic and this analysis is rarely used.
However, it is widely used to treat cases of superimposed flux components rotating at different
frequencies [B. J. Chalmers, A. M. Saleh, 1980-1982-1985]. The rotor impedance referred to the
stator according to this method of analysis may be presented for each harmonic order under
consideration as given below

1/2
Zon = WINL Y peo | s
JrDK, s

n
Where f, =nf;,

(16)
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and,
s, =nt (1I-s)/n

This expression with a value of a phase angle of 45° and with a value of constant incremental

permeability (. of 43 is used in the analysis of this study. Reference [10] gave a table with values
of 4, for different sizes of machines and ranges of electromotive forces, derived from tests carried

out on rotor materials. The use of a constant value of #,of 43 was found acceptable during the

experimental test over a wide range of positive and negative sequence field intensities [B. J.
Chalmers, 1984, A.M. Saleh, 1985].

Harmonic Equivalent Circuit
The fundamental frequency equivalent circuit shown in Fig. (1) must be modified to take into
account the harmonic frequencies. This can be achieved by introducing the following changes [B. J.
Chalmers, 1977, A.M. Saleh, 2001]:

all reactances have a value of “n” times their value at the fundamental frequency fj,

the operating slip is the harmonic slip sp.
The equivalent circuit of a solid-rotor induction motor with nonsinusoidal voltage supply appears to
have the same configuration as the familiar equivalent circuit of a conventional induction motor
under the same supply voltage as shown in Fig. (2). The only difference is in the expression of the
rotor impedance referred to the stator for harmonic orders under consideration as given in eq. (16)
above.

ZZn

Fig. 2 Harmonic Equivalent Circuit

PRINCIPAL EFFECTS OF HARMONICSe®r Phase.

The additional losses due to the presence of harmonic may be high if the supply waveform have
large harmonic contents. These losses result from the increase in magnetic and ohmic losses.
Magnetic losses are caused by harmonic main flux and harmonic leakage flux. Since rotor slip, sy, 1S
almost unity, stator harmonic current is reflected in the rotor and the resultant main harmonic flux is
low. Magnetic loss in metallic parts caused by harmonic leakage flux is difficult to estimate [A.M.
Saleh, 1985]. It is believed that ignoring these losses can introduce negligible error, due to the low
level harmonic fluxes. Therefore the magnetic loss increase is considered negligible and loss
increase is attributed, mainly, to the copper loss.

Stator Copper Losses
The total rms value of harmonic currents is given by

Ii=| ilnz (17)

Where I,=harmonic currents.

The rms value of the total current is

=1 +1,’ (18)
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The additional stator copper losses are determined by adding the losses due to each harmonic.
Therefore, the increase in the stator copper losses is (Iy” ;) and the total copper losses per phase can
be written as [G. C. Jain, 1964, B. J. Chalmers, 1977]

PS=112 1‘1+Ih2 I'1=I2 Iy (19)

The above equation describes the loss increase if the supply waveform have large harmonic
contents. The additional losses owing to time-harmonic currents will increase the conductor heating
due to higher current flow. In large machines and due to the skin effect the resistance of windings is
subject to further increase, too. Higher the frequency, higher the resistance, so when harmonic
current flows, the resistance associated with a given harmonic will get increased amplifying the
copper loses and increasing the heating of the machine. This is not considered in the present work.

Rotor Losses

For a conventional cage-rotor induction motor, the rotor resistance variation due to skin effect must
be taken into consideration and particularly for deep-bar rotor construction. The rotor loss for every
harmonic can be determined. The losses due to each harmonic are added to get the total losses.
Usually, these additional rotor losses form a large portion of additional losses in the induction
motor operating on a nonsinusoidal voltage [B. J. Chalmers, 1977].

For a solid-rotor induction motor, the rotor resistance for each harmonic order can be determined
and the losses due to each harmonic order are determined and added to get the total rotor losses as
given by

P=I," s Ry + Z Lon” $n Ron (20)

n=5,7,..

Mean Developed Torque

Due to the nonsinusoidal air-gap flux and rotor current, a torque is developed for each harmonic
component as happens with the fundamental component. The developed torques can act in the
forward or in the backward direction depending on the harmonic order [Subrahmanyam, Vedam.,
1988].

A unidirectional harmonic torque is generated by the interaction between an air-gap flux and a rotor
current component of the same harmonic frequency. It is noted that the net effect of torque
harmonics is usually too small in comparison to motor rated torque [W. Shepherd, 1998], as will be
explained hereunder.

Each harmonic produces an air-gap power and this power corresponds to a harmonic torque T,
acting at a speed of nw, (radians per second). Thus, the air-gap power per phase is

Th nVVs=IZn2 Ron (2 1)

Where Rj, is the resistance of a solid-rotor referred to stator at the frequency of the harmonic under
consideration.

This torque can be positive or negative depending on the order of the harmonic under consideration.
The equivalent torque in synchronous watts per phase, referred to the fundamental frequency is
given by

T,=I,,° Ry, /n (22)
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For forward rotating fields of order 1,7,13,....etc., the torque is positive and for reverse rotating
fields of order 5,11,17,....etc., the torque is negative. The net developed torque due to fundamental
and harmonic currents are

=T\ > T, (23)

n=5,7,....
Where T is the fundamental torque.
The positive sign refers to the torque of a harmonic order in the same direction of fundamental
torque (i.e., n=7,13,19,... ) and the negative sign refers to the torque of a harmonic order in the
reverse direction of fundamental torque (i.e., n=5,11,17,... ). Although, the net harmonic torques
are acting against the fundamental one, it is clear that T, is very small and the most significant
torque reduction arises from the low order harmonics (i.e., 5™ and 7).

Torque Pulsation

The fundamental useful steady state torque is developed by the interaction between the fundamental
stator air-gap flux and the rotor current. This is a steady constant torque i.e., it does not pulsate in
magnitude. However, it is superimposed by the parasitic torques which may be either steady or
pulsating torques. Steady torques are due to interaction of air-gap flux and rotor current belonging
to the same harmonic. As explained in the previous section, a fifth order harmonic produce braking
torque as their direction of rotation is opposite to that of the fundamental. A seventh order harmonic
produce a motoring torque as their rotation is in the forward direction. In addition to the
unidirectional harmonic torques, a pulsating torque is developed due to interaction between air-gap
flux and rotor current belonging to different harmonics.

This pulsating torque whose frequency is the difference between the frequencies under
consideration [A. M. Saleh, 2001]. For example, the pulsating torque pulsating at 6f; is generated
when fundamental flux reacts with either fifth or seventh harmonic rotor currents. The result is a
torque pulsation of six times the fundamental frequency superimposed on the steady-state
unidirectional torque [W. Shepherd, 1998].

Table (1) summarises the possible interaction of harmonics with each other and the frequency or
the direction of the resulting torque. The interaction can be denoted by flux (or magnetizing current)
and rotor current [A. M. Saleh, 2001]. All harmonics co-exist and the following torques, up to the
seventh harmonic, are generated by the interactions between their fluxes and currents: -

a)l;, I : the fundamental torque.

b)Ims Irs and I,y 127 : the torque of each harmonic current.

o)l Ips and I, Ip7 : torque of harmonic currents and fundamental flux.

d)Is I and L7 I : torque of fundamental current and harmonic fluxes.

e)lms I7 and Iy7 Ips : torque of harmonic currents and fluxes.

The torques in (a) and (b) are steady torque and non-pulsating and have been covered in previous
sections. Since Iys and 1,7 are very small, and the most significant pulsation of torque is resulting
from the interaction between fundamental flux and harmonics currents, that in (c) above, and the
torque in (d) and (e) are of negligible importance. For the fundamental component, the air-gap
power is equal to the developed mechanical power which can be expressed as torque in (Newton-
meters) acting at the synchronous speed. Thus, the torque per phase is given by

T] :Ellz COS(I)/WS (24)
Where @ is the phase angle between the air-gap voltage E; and rotor current I, and with solid-rotor

its value is 30", and w=2 7 fi/p=wi/p where p is the number of pole pairs, then w=w,/p.
E; is given by
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Ei=jlinXm=jlnLnwi (25)

Where I, is the magnetizing current and L, is the magnetizing inductance.
From the phasor diagram shown in Fig. (3), &= 60 and one can show that (I, cos® =I, siné),
therefore,

T1=0.866p ILil, (26)

Fig. (4) shows the phasor diagram of a harmonic, and from this phasor diagram the harmonic torque
per phase is given by

Tn=plmn Lnlon cos @ p= pliyn Linlon sin 8 27)
Where ® ,=6,=45" . Therefore,

Tn=0.707plin Linlon (28)
From the combined phasor diagram shown in Fig. (5) the varying torque is

Ty=ImLup (Ips sin (65-45") +1a7 sin (6, +45"7)) (29)

with O,=a-6wt
0, =y +6wt
Where oand yare the values of 6, and 6, at wt=0. For any square symmetrical waveform
a=y=0or 7 [7]. Thus,
To=InLup (o7 sin (6wt+45 ") -Ios sin (6wt+45 ")) (30)

Since I,L=E/w; , then,

Tv=E/w))p(ly7 — Is) sin (6wt+45") (31)

For a conventional induction motor, the torque pulsation can be expressed as [A. M. Saleh, 2001]
Ty=(E1/w1)p(I27 — Izs) sin (6wt) (32)

This expression is the same as that in solid-rotor induction motor as given by eq. (31). The only

difference from solid-rotor is the phase shift of (45°) in torque waveform. Therefore, this torque
pulsate at six times the supply frequency. In the absence of 5" and 7™ harmonics, the 11" and 13"
harmonics give pulsation at twelve times the supply frequency. The motor torque pulsation can be
made smaller by increasing the magnetizing inductance, and by reducing the direct-current ripple
when the motor is on no-load [G. K. Creightion, 1980]. It might be possible to reduce the torque
pulsations by lowering the ripple current with a high-frequency dc link chopper
[G. K. Creightion, 1980].

The self-reactance of the induction motor have great influence on the amplitude of torque pulsation.
An external reactance can be added to a low reactance machines to reduce the torque pulsation
[A. M. Saleh, 2001]. However, this may effect the fundamental torque and it is applicable to small
machine of low output torque. The main effect of torque pulsation result from the low order
harmonic. Usually the lower pulsating frequency is much higher than the natural frequency of the

208



) Number 1 Volume 12 March 2006 Journal of Engineering

mechanical system composed of the rotor and the coupled load. The high inertia of the rotating part
can damp out these oscillation at the shaft at normal running speeds. However, for wide range
variable speed drives an analysis of the mechanical resonance speeds is necessary to avoid damages
due to possible amplification of pulsating torque at resonance.

Table (1) Reaction of Stator and Rotor Harmonics

Stator Rotor Nature of Direction or
Harmonic Harmonic Torque Frequency of
pulsation

1 Steady Forward
5t Pulsating 6f;
7% Pulsating 6f)
1" Pulsating 12f
13" Pulsating 12f,

1 Pulsating 6f,
50 Steady Backward
7% Pulsating 12f,
1" Pulsating 6f;
13" Pulsating 18f,

1 Pulsating 6f,
5 Pulsating 12f
7% Steady Forward
1" Pulsating 181
13" Pulsating 6f)

1 Pulsating 12f;
50 Pulsating 6f
7t Pulsating 18f;
1" Steady Backward
13" Pulsating 241,

Wi
EA
! A
nwi En
® =30 d =45
0=60" 0,=45
y L ban I,
>, > Lin

Fig. (3) Fundamental Phasor Diagram Fig. (4) Harmonic Phasor Diagram
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Wi
El A
7W1
E;
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6, +45°
6, @, )
am
(a)
A
W1 E1
(95 - 450 ) N > Im
45° \ 45°
05
5W1 E Im5
Is

(b)

Fig. (5) Combined Phasor Diagram
(a) Fundamental and 7™ harmonic
(b) Fundamental and 5™ harmonic

SIMULATION AND EXPERIMENTAL RESULTS

The induction motor used in simulation and in the experimental tests has the following
characteristics: a three-phase induction motor with a conventional stator wounded with a four-pole
three-phase windings. Fitted with a solid-steel rotor. The parameters of this motor were identified
through the necessary tests. The parameters are given with operating motor data in appendix [B].
The three-phase induction motor was studied under nominal load for two different source
conditions: 1) sinusoidal and balanced three-phase supply. ii) Variable frequency inverter at 50Hz.
The motor performance was calculated by computer simulation and found experimentally in the
laboratory for the two conditions.
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The three-phase motor with solid-rotor was tested with a sinusoidal supply at rated voltage and
frequency. The calculated and measured stator input current as a function of slip is shown in
Fig. (6). 1t is clear that the calculated and experimental results are in a close agreement.

Torque/slip curve is given in Fig. (7) for the motor tested in the motoring condition. Experimental
points are also shown in this figure. The measured torque, at a given slip, is in general less than
the corresponding calculated values by not more than 4.1%. This is caused by neglecting the
friction, windage (i.e. the mechanical losses) and surface losses in the simulation analysis.

The input power / slip curve is shown in Fig. (8). This figure shows that the measured points at
small values of slip are higher than the calculated points by an average error percent of 3.87%. This
is owing to ignorance of the stator core losses in the simulation program and might be due to an
error in wattmeter readings. Fig. (9) and Fig. (10) show oscillograms of phase and line voltage
waveform of laboratory inverter with its wave analyzer result. This laboratory inverter is used to
drive the solid-rotor motor in laboratory work with a square wave supply voltage at S0Hz whose
fundamental voltage component equal to rated sinusoidal value.

1.26 T T T T T T —— 06 T 180, T n
— Simulation — Simulation — Simulation
% Experimental 055 % Experimental ki % Experimental

5 B
% 8 &
Input Power (W)
1=

Input Current (A)
Outpgl Torque(gNm)
% 8

S
*
8

=

. . . . . . , . . 60 . . . . . . . . .
09 08 07 06 05 04 03 02 01 1 09 08 07 06 05 04 03 02 Ot
Slp Sip

Fig. (7) Output Torque versus SlifFig. (8) Input Power versus Slip

112
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Fig. (6) Input Current versus Slip
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Fig. (9) Inverter phase voltage a) Experimental Waveform
(50 v/div, Sms/div) b) Results of Wave analyzer
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Fig. (10) Inverter line voltage
a) Experimental Waveform (50 v/div, Sms/div)
b) Results of Wave analyzer

Fig. (11) show the simulation and measured stator input current as a function of slip of a solid-rotor
motor fed by inverter. The Figure shows that the results are in good agreement. Torque /slip and
input power curves are given in Fig. (12) and Fig. (13) respectively. The experimental torque
measurement are lower than the calculated points by not more than 6.36%. This is caused by
neglecting the friction, windage (i.e. the mechanical losses) and surface losses in the simulation
analysis. The input power measured points are slightly greater than the calculated points at low slips
by an average percent of error of 3.6%. This i1s owing to ignorance of the stator core losses in the
simulation program and might be due to an error in wattmeter readings.

The simulation and experimental graphs of phase current of a solid-rotor motor with its wave
analyzer for light load slip value of 0.263 obtained from the experimental machine and at standstill
slip value of 1 are presented respectively in Fig. (14) to Fig. (15). In the case of computer simulated
current the results in the simulation are obtained considering up to 25" harmonic order. Table (2)
shows the simulation and experimental DF and THD of the phase current calculated and measured
up to 19" harmonic order. It is seen that, the DF results are in good agreement, while THD
experimental results differ slightly by 13.2% from the calculated results. It is seen that, the DF and
THD results are seems to be the same for the three slip values given in the table.
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s E 5
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2 305 g
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015 *
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Fig. (11) Input Current versus Slip  Fig. (12) Output Torque versus Slip  Fig. (13) Input Power versus Slip
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Fig. (14) Solid-Rotor Motor Phase Current at s=0.263
a) Experimental Waveform (1 A/div, Sms/div)
b) Simulation Waveform
c¢) Results of Wave analyzer
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““““““
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Fig. (15) Solid-Rotor Motor Phase Current at s=1
a) Experimental Waveform (2 A/div, Sms/div)
b) Simulation Waveform
c¢) Results of Wave analyzer

Table (2) DF and THD of a Solid-Rotor Motor Current

Simulation Experimental
DF (%) THD(%) DF (%) THD(%)
99.7488 7.1 99.712 7.6
99.755 7.01 99.63 8.625
99.787 7 99.668 8.167

CONCLUSIONS
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The most pronounce effect of harmonic voltages and currents on the induction motor is the
increased heating due to the additional losses, mainly the copper losses associated with the
harmonic currents. The increase in the input power of the motor due to the presence of harmonic is
mainly consumed in the motor as losses forming an additional source of heat. The extra losses are
dissipated within the stator and rotor of the machine. The loss increase due to presence of
harmonics can consequently reduce the developed torque, due to temperature rise. The additional
temperature rise increases stator and rotor resistance. Increases in these resistances reduce the
fundamental torque of the machine. As a result, the overall efficiency of machine decreases as a
consequence of the increase in losses. A solution to this problem could be the filtering of such
harmonics at the inverter load. The steady harmonic torques are acting against each other and, at
least for the machine under test, their net torque is small. The net harmonic torque is acting against
the fundamental torque. The main effects of the harmonics on the operation of motors result from
the low harmonics order. The harmonic content of the current depends upon the motor slip. It
depends, to great extent, on the leakage reactance of the motor. A larger leakage reactance reduces
the harmonic content of the current. The pulsating torques are produced by the interaction of the air-
gap flux components (the fundamental flux and harmonic flux components) and rotor harmonic
currents. The main torque pulsation result from the interaction between the low order rotor
harmonic currents. The peak values of torque pulsation due to the low order harmonic frequency
(i.e. 5™ and 7™ ) is negligibly small for the motor under test. The pulsation reduces very greatly with
increase of harmonic frequencies, since motor will have to withstand the pulsatio.. The calculated
and measured results are in general in a close agreement for the two supplies conditions. The
simulation and experimental DF results of a solid-rotor motor phase current are in good agreement.
While, the THD experimental results differ by 13.2% from the calculated results. A solid-rotor
motor has a lower input current than that of a conventional motor of the same frame size, when
driven by inverter voltage supply. This is due to high rotor impedance of solid-rotor motor.
Therefore, the stator losses are less than that in the case of conventional motor and the temperature
rise of the motor is also less. As a result the efficiency of the solid-rotor motor is less sensitive than
that of a cage-rotor motor with respect to supply type.
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Consider the general form for square-wave shown in Fig. (A.1) where /[ represent conduction
period.

Vi 7+ BHR<wit<-(7T- )12
v(wt)= 0 (7T - BHi2<wt<(7T - )2
Va (- B)2<wit<(7+ )2

V(-wt)=-V(wt) therefore b,=0, i.e., no cosine term.
The function have symmetry about the x-axis therefore a;=0.
v(wWt+ 7T )=-v(wt) therefore a,,=0

(Z+B)12

a,=2VdZ [ sin(awt) dwt
(7=p)/2
=-2Vy/n 7T [cos n((T + [ )/2)-cos n(( T - 5 )/2)]
=4Vy/n 7T [sinn B /2.sin n7 /2]

For ﬂ:ISOO,
a,=4V4/n 7T sin n7Z'/2]2
and,

V= z 4V4/n 7T sin nwt

n=l1

Let 4Vy/ 7T =~/2 E,, then,
v= z ﬁ E./n sin nwt
n=1

Where E, is the rms value of the fundamental component.
For B=120",
a,=4Vynx|sinnmx/3] [sin nxT /2]
=2+/3 V4/n 7T sin m wt | |
Where
m=1+t6k fork=1,23,...... ,etc.
n=m”‘(—1}"’|+3/2 I
Soif /2 Ee=2+/3 Vi/ 7T, it follows that
v=~/2 B, [sin (wt)-1/5 sin (5wt)-1/7 sin (7wt)+1/11 sin (11wt)+
1/13 sin (13wt)+........... ]

Similarly, for the stepped-voltage waveform shown in Fig. (A.2), which it is have the same
properties of Fig. (A.1) and by applying Fourier analysis yields that: -

v=2V 4/ 7 [sin (wt)+1/5 sin (Swt)+1/7 sin (7wt)+1/11 sin (11wt)+
1/13 sin (13wt)+........... ]
or

(o]

v= Z 2V4/n 7T sin (nwt)

n=1
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Appendix [B]

Motor name plate

FB ELECTRICAL MACHINE TUTOR / ENGLAND
Type: EMT-180
Number of Poles, p: 4
Number of Phases, m: 3
Connection: A/Y
Power, W: 250
Voltage, V: 138/240
Frequency, Hz: 50
Current, A: 2.5
Per-phase parameters at 50 Hz obtained by Test : -

Stator data

Element Value
Stator resistance per phase, r;, 2 19
Stator reactance per phase, x;, Q2 24

Stator magnetizing reactance per phase, Xpy, £ (with solid-rotor) 98
Effective number of stator winding turns in series per phase, N 780

For Solid-Rotor

The experimental machine under test, it is the same type and rating of the experimental machine
used in the test in the work presented in reference [10]. Therefore, the values of rotor saturation flux
density, B, and rotor resistivity, P, used in the analysis of this work are the same that used in the

reference [10] as given below:

B, 1.8 W /m?

p 22e-8 Q.m

Rotor length and diameter are measured directly in the lab as given below:
L 0.034 m

D 0.1m

The value of End-effect factor (K, ), for the experimental rotor without end-plates is obtained from

reference [1] as given below:
K 0.185

€
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PRODUCTION OF GRAPHITE ELECTRODES BINDER FROM
IRAQI ASPHALT

Abdul Halim A.K. Mohammed Hussain K. Hussain Tariq M.Naief

Chemical Engineering Department-College of Engineering
University of Baghdad-Iraq

ABSTRACT

Basrah crude oil Vacuum residue 773" K with specific gravity 1.107 and 4.87wt. % sulfur, was
treated with hexane commercial fraction provided from Al-Taji Gas Company for preparing
deasphaltened oil(DAO)suitable for hydrotreating process.

Deasphaltening was carried out with 1h mixing time, 10ml:1g solvent to oil ratio and at room
temperature.

Hexane deasphaltened oil was hydrotreated on presulfied commercial Co-Mo/7y — Al, O catalyst

in a trickle bed reactor. The hydrotreating process was carried out at temperature 660 K,LHSV 1.3
h _1, H2/oil ratio 300 1/1 and constant pressure of 4MPa.

The hydrotreated product was distillated under vacuum distillation unit. It is found that the mixture
of 75% of vacuum residue with 25% anthracene satisfies with requirements for graphite electrodes
binder.

dadal)
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KEY WORDS
Binder, graphite electrodes, asphalt, hydrotreating, deasphalting

INTRODUCTION
Graphite electrodes binders are the residues from petroleum refining for heavy oils,coal-tar pitches,
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petroleum pitc hes, natural pitches, and the pyrolysis residues from heavy petroleum
materials.These binders usually are solid and high viscous black materials, with low solubility in
water but are dissolved in many organic solvents.The properties of graphite electrode binder depend
on the nature of material obtained by vacuum distillation and its initial boiling point. Softening
point, coke yield, sulfur content,BI and QI,are most important properties of the binder
(Hatano 1989, Wagner1988).

It is well known that petroleum asphalt obtained by vacuum distillation of reduced crude oil used as
basic component for binder production(Wagner1986).

Deasphalting and hydrotreating of the petroleum asphalt are the most important processes for binder
production from heavy petroleum products.

Vacuum residue contained a fraction “asphaltenes” which has a particularly strong influence on the
rate of HDS. Therefore,the deasphaltening process with low boiling liquid hydrocarbons for the
vacuum residue before the hydrotreating process is very important, because of the most sulfur and
metals could be removed with the precipitated asphaltenes.In order to obtain an acceptable level of
sulfur and metals in deasphaltened oil,hydrodesulfurization should be applied(Gary (1994).

In this work,first attempt was carried out for obtaining a binder for graphite electrodes from high
sulfur and metal content asphalt.Asphaltenes was separated from the vacuum residue by hexane
solvent.The deasphaltened vacuum residue was hydrotreated,then ,binder was obtained by mixing

the hydrotreated deasphaltened vacuum residue with anthracene.

EXPERIMENTAL WORK

Deasphaltening Unit
The deasphalting unit consists of three main stages as follows:

Mixing stage
The vacuum residue or asphalt was mixed with a light solvent in 2-neck glass flask.

The flask set on a magnetic stirrer and the mixing proceed by 12.5 mm magnetic bar. High
efficiency condenser connected with upper neck of the flask for solvent recovery, this
condenser already cooled by alcohol chiller at temperature of 256 K, the other neck fitted with
the thermometer. The mixing carried out at room temperature with 1h mixing time and at
10ml:1g solvent to oil ratio.

Filtration and drying

The asphalt-solvent mixture introduced to the filtration process, where Buchner funnel
(250 mm I.D) connected to the filtration flask fitted with filter paper for medium filtration
speed. The filtration flask connected to a vacuum system includes a trap, condenser, and
cooling machine. For removing of the remaining precipitate inside the mixing flask, washing
solvent ( hexane) was added and then filtrated. Then the filter paper placed in a hot electrical
furnace (383 K) to evaporate the solvent associated with the precipitated asphaltenes for about
10 to 20 min. The dried filter paper then weighted to evaluate the percentage of asphaltenes
yield.

Solvent recovery stage
The DAO-solvent mixture obtained from filtration stage introduced to a stripping stage in
order to remove the solvent from the deasphaltened oil.

Hydrodesulfurization Unit
The desulfurization of deasphaltened oil was done in hydrotreating pilot plant continuous
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high-pressure unit. Process flow diagram of the hydrodesulfurization unit employing a co-
current up-flow. The unit consists of feed pump, reactor, high-pressure separator, and cooler.

The reactor used is a stainless steel with 19 mm inside diameter, 800 mm length and 3 mm
wall thickness. The reactor supplied with 4 heaters (150 mm length for each) with 2 insulators

(100 mm length). It was packed with 90 ml of the Co-Mo /Y — Al,O5 catalyst between two

layers of inert glass balls. Catalyst presulfiding was made by passing commercial gas oil
containing 0.6 vol.% Cs, through the catalyst bed. Firstly the catalyst treated for 3 h, at
temperature 473 K, LHSV of 4 h - pressure 2.2 MPa and no hydrogen flow. Then the
operating conditions changed to 573 K, LHSV of 1 h ™', pressure 2.2 MPa, H,/0il 200 1/l and
duration of experiment 16 hours. After that, the HDS run employed at reaction temperature
660 K with LHSV 1.3 h ™'. The gas flow was measured by gas meter by which controlled the
H,/ oil ratio (300 I/1).

The DAO was pumped co-current up-flow inside the reactor by high pressure-dosing pump
(30-600 ml/h). The feed preheated and mixed with H, gas and entering the reactor. The
reactor products were cooled in a condenser-cooler and separated from unreacted hydrogen,
H»S and hydrocarbon gases by passing into high and low-pressure separators.

Distillation of Hydrodesulfurization Products

The hydrotreating product was distilled at laboratory vacuum distillation for low boiling
fractions separation. A 250 ml of the HDS product placed in a 500 ml distillation flask,
supplied with a heating mantle of 2.4 kW. A voltage regulator was connected with the heating
mantle for controlling the amount of heating supplied. Vertical high efficiency condenser was
connected with the distillation flask, where a thermometer (623 K) fitted to measure the
temperature of the vapors. Cooling machine was supplied by a cooled water (293 K) to a
double shell receiver (outside shell) and though it to the condenser. The collecting flask was
connected with the receiver, and a triple connector supplied for vacuum controlling, and it
was already connected with the trap, trap (3-neck flask) was supplied for preventing vacuum
pump damage. This trap connected with a vacuum pump through one way valve, and

connected with a vacuum controller (Biich 165) from the another side. The vacuum

distillation proceeded under 3 mmHg and a maximum vacuum temperature 593 K. This
temperature equal to 803 K under atmospheric pressure.

Binder Preparation for Graphite Electrodes

The vacuum residue above 803 K obtained from HDS produced at 660 K and 1.3 h LHSV,
was used as a basic component for binder production. Operating conditions of HDS was
depended on a suitable density, viscosity as well as an acceptable level of sulfur & metals
content. Anthracene with melting point 487-489 K and 1.25 specific gravity, was crushed and
added at different percentages. Each mixture was mixed very well and introduced in an
electrical furnace and heated to 523 K for 3 h to complete dispersion of anthracene particles in
the residue media, the mixture then left for cooling overnight. A homogeneous binder was
obtained.

Tests for the Feedstock and the Products

Density and Specific Gravity

The density and the specific gravity of the feedstock, deasphaltened oil and asphaltic binder
were determined by using (ASTM  D-287).

5.2 Viscosity

The viscosity of the feedstock, and deasphaltened oil were determined by using
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(ASTM D-446).

5.3 Sulfur

The sulfur content of the feedstock determined by x-ray fluorescence (ASTM D-2622) and by
quartz tube method (IP 63/55), while the deasphaltened oil and the hydrotreated product and
asphaltic binder sulfur content determined by quartz tube method.

Carbon Residue
The carbon residue of asphalt, deasphaltened oil and asphaltic binder were determined by
using ASTM D-189 and IP 13/66.

Ash Content

The ash content of the feedstock, deasphaltened oil and asphaltic binder were evaluated by
using IP 4/65.

5.6 Softening Point (Ring and ball Method)

The softening point of the asphalt feedstock and ashaltic binder were determined by using
ASTM D36-26.

Benzene and Quinoline Insolubles
The (BI) and (QI) were calculated for the asphaltic binder by using IP 47/74 standard method.

RESULTS & DISCUSSION

The properties of hydrotreated vacuum residue above 803 K distilled from the HDS of
deasphaltened oil presented in Table (1).The standard range of graphite electrode binder
properties((Hatano1989,Wagner1988and Mohammed). is shown in Table (2). Sulfur and ash
contents are satisfies the required binder properties while softening point,density,BI and QI
deviates. Therefore, anthracene is added to the binder basic component (hydrotreated vacuum
residue above 803K) with different percentages. The binder properties with different
anthracene content are shown in Table (3). Figs. (1,2,3,4) and (5) show the relationships
between added anthracene weight percent and softening point, atomic C/H ratio, BI and QI
respectively. The required binder must have 358K softening point"”’. From Fig.1 the mixture
with 25wt.% anthracene has the required softening point and could be used as graphite
electrodes binder. The properties of this binder are shown in Table 4.

Table (1) The properties of hydrotreated vacuum residue above 803 K.

Property
Boiling Range
Specific Gravity
Softening Point

Coke Yield
Sulfur Content
Ash Content
BI

QI

222



¢

(( Number 1 Volume 12 March 2006 Journal of Engineering

Table (2) The standard Properties of graphite electrodes binder (Hatano1989,Wagner1988
and Mohammed)

Property

Range

Softening Point

312-373

Specific Gravity

1.16-1.3

Coke Yield

40.6-61.3

Sulfur Content

0.43-3

Ash Content

<0.125

BI

14.8-39.3

QI

3.4-14.1

Atomic C/H Ratio

1.64-1.95

Table (3) Effect of Anthracene on the Binder Properties

Binder
Properties

Anthracene wt. %

10

20

Softening point

323

335

Density

1.25

1.13

Coke yield

39.9

46.0

Ash

0.023

0.023

Sulfur

1.56

1.20

Atomic C/H ratio

1.45

1.646

BI

14.0

16.05

QI

Binder Properties

3.60

4.0

Table (4) Properties of the Required Binder

Anthracene wt. %

25

Softening point

358

Density

1.16

Coke yield

52.7

Ash

0.021

Sulfur

1.12

Atomic C/H ratio

1.75

BI

20.0

QI

8.60
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ABSTRACT
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INTRODUCTION

In convective heat transfer problems, the flow usually is classified as forced convection flow in
which the flow is caused by external forces such as pumps or fans, or free convection flow in which
the flow is created by the fluid density variations due to the wall to fluid temperature difference
under the influence of body forces. In most physical applications, the buoyancy forces have
negligible effects because they have usually a considerably smaller magnitude than those
accompanying the forced flow. But in certain practical situations, however, the magnitude of the
two forces may be of the same order and both may then be expected to influence the flow
significantly. Therefore, when the free convection superimposed on the forced convection heat
transfer process gives rise to new field of study called mixed (combined) convection. Thus, the
combined convection situation extends from the extremes of free convection regime on the one
hand when the motion results from buoyancy alone, to the forced convection regime on the other
hand when external forces alone produce the motion and buovancy forces are negligible
{Metais and’ Eckert, 1964). Therefore, depending upon the relative magnitude of these two forces,
the flow can be divided as pure forced, combined (forced and free) or pure free convection. The
interaction of the natural and forced convection currents can be very complex and difficult because
it depends not only on all the parameters determining both forced and free convection relative tc
one another but sometimes also on a large number of interacting parameters including the relative
direction of the natural and forced convection to each other, the geometry of the arrangement, the
velocity profile at tube entrance and the heating surface boundary conditions

Laminar flow combined convection heat transfer in tubes is encountered in a wide variety because
of special importance in many industrial engineering applications. The following examples can be
cited: heating or cooling of heat exchangers for viscous liquids, heat exchangers for gas Hows
cooling of electronic equipment, compact heat exchangers, solar collector heat exchangers, the
cooling core of nuclear reactors, supercritical boilers and the cooling of rotating parts such as rotos
blades of gas turbine also the pipe lines used for transporting o1l (Yousel and Tarasuk, 1982). The
full understanding of the prevailing velocity and temperature fields, as well as, the pressure drop
and heat transfer coefficient, are necessary for the proper design. In addition, to estimate the
magnitude of the thermal shock that any one of the preceding systems wall will suffer (Morcos and
Bergles, 19/3).

[he entrance shapes, used 1n this experimental work, included three entrance sections
{calming sections) with differem length in which the flow is fully developed at entrance of the hea
transfer pipe. For experimental viewpoint, very little investigations have dealt experimentally to
study the effect of lan:inar combined convection to thermally developing flow in a circular cylindes
on the heat transfer process

McComas and Eckert (1966)studied experimentally the fully developed air flow in uniformls
heated tube for different ranges of (Re) and (Gr) numbers. The experimental resulis have revealed
that the effect of secondary flow 15 to reduce the wall to air bulk temperature difference compared
with the pure forced convection results in the region far from the tube inlet. Variation of the wal
and air temperatures and the local Nusselt number along the tube were presented

(Mori et al, 1966} carried out experiments to study the effect of buovancy force on forced
convection for fully developed air flow under constant wall heat flux. The velocity and temperatuns
profiles were measured for large (Re.Ra). The calculated Nusselt number was also shown to b
twice as those calculated by neglecting the effect of secondary flow. The following correlatios
formula was oblained:

.
| 4%
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: [ 18

¢ =0.61(Re.Ra)'* {1 « — (1)
(Re.Ra)
shannon and Depew (1968) performed an experiment to study the influence of free convection on

ced laminar flow of water, initially at the ice point in a circular tube with constant wall heat flux
fully devel ped velocity jll"l1|ll- al the onset of heati ng. The expeniment was carried out with
atterent values of (Re), (Gr) and (Gz) numbers Experiments revealed that the ?*xua:-fll number was
aifected significantly Im down stream but rel; 'II'-.'L'|".' little in the thermal entrance region for the tube
=aving X/D=700. A graphical correlation with the parameter (Gr.Pr)'* MNug, (where Nug, is the
selt number for pure forced convection) has been achieved piving pood agreement with

svailable experimental data.
epew and August (1971) studied experimentally the fully developed laminar flow in an isothermal
v having an LD ratio of (28.4). Three different liguids were used in this study: waier,
=thylalcohol and mixture of glycerol and water. The I_"'a.|:"ll_|'i'IILII| covered a wide range of (Re), (Gr)
ind (Gz) numbers. The experimental results show that when dealing with flows in horizontal tubes
erm (Gr.Pr.1)/L) does not correctly represents the influence of natural convection for tubes with

| Fatios less than 50,

=ergles and Simonds (1971) performed experiments to examine the effects of free convection on
ninar water flow in an electrically heated tube having essentially constant wall heat flux. The
ts have revealed that the natural convection effect may be important even at relatively low
" 'H’l'l number and show that the Nusselt number for dev I_II.I“'.'I.] flow was three times the constani
X Also (Lichtarowicz, 1971) presented the Nusselt number with th |'|'-.:.|I.Jl._'l_ of (Re.Ra) and

' '“|‘~ erature profile along the tube was depicted.

ng et al, 1974) concluded that for Ra=10" , the Nusselt number in the developing egion was

re than 3004 above the constant property value. The data were correlated accurately by

=quation, v hich includes dimensionless groups to account for effects of variahle transport
perties and tube wall conduction:

0.378Gr. = |-1|'.-|- N ik {

[ g%}

ere: (1= h.D/ky *Dii | t= tube thickness, k.= tube thermal conductiv ity].
0s and Bergles (1975) condueted experiments to investigate the effect of property variation |
! glass and stainless steel tubes with distilled water and ethyleneglycol as test fluids, II ¢
=2sured heal transfer data were presented in a form of correlation:

» __'. L l:':'f.:l' i -

=| (4.36)° + 40,055 ——— i3)
M |
| h - |

set and Tarasuk (1982) obtained the aver ipe MNusselt number based on the log-mean
=perature ditference. The heat transfer results were correlated according to the influence of free

ection, which was found 1o have a significant effect at points close to the tube entrance as

L

= 1.75 |Gz + 0.245|Gz"* .Gr' P | ] (4)

purpose of the present investigation is to determine expenmentally the effect of Reynolds

ar and the effec of the hem T 1% on the laminar air flow heat transfer process under mixed

schon situation in l-.-"ll!l.llll.!:- heated ho fizontal eircular eviinder.
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EXPERIMENTAL APPARATUS

The apparatus was constructed to have a test section preceded with different entrance sections, as
well as, different Reynolds and Grashof numbers. The open-air circuif, in this investigation, is
described first, followed by details of test section and heating element. Then the measuring devices
and test procedure is described. Finally, the experimental data analysis method has been presented.
The experimental apparatus shown diagrammatically in Fig. (1) is designed and constructed 1o
investigate combined convection heat transfer in a circular cylinder. The apparatus consists
essentially ol a ¢ylindrical test section as a part of an open-air circuit, mounted on a wooden board
(A), which <ould be rotated around a horizontal spindle.

An open-air circuit was used including small centrifugal fan (F), rotameter(R), test section 'heat
transfer pipe’ (T) provided with changeable entrance section 'different calming section length{C)
The centrifugal fan derived electrically via-fine control variable resistance so that its power can be
regulated accurately. An air control valve (D) was fitted at the fan inlet to obtain fine control of the
airflow rate, The air was drawn by the fan in to the test section through the entrance section and
then enters the rotameter through flexible hose (M) and then the air leaves the rotameter o the
centrifugal fan through another flexible hose {N). Then the heated air was exhausted to the
almosphere,

The test section 'heat transfer pipe’ (1) is made of aluminum cylinder with (30) mm inside diameter,
(35) mm outside diameter and (900) mm length (L/D=30), The Teflon connection piece (G
represents a part of the test section inlet, with (30) mm inside diameter. (50) mm outside diameter
and (80) mm long. Another Teflon piece (I) represents the test section exit and it has dimensions of
(30) mm inside diameter, (88) mm outside diameter and (25) mm long. The Teflon was chosen
because 1ts low thermal conductivity in order (0 reduce the test section ends losses.

The air passes through the test section, is fully developed hydrodynamically by using aluminum
pipes having same diameter as test section pipe but with variable length as entrance sections. These
pipes are connected with the test section by a Teflon connection piece (G) bored with the same
inside diameter of the test section and entrance section as shown in

[he cylinder is heated electrically by using an electrical heater as shown in Fig. (1), section (A-A)
[t consists of a (0.5) rm in diameter nickel-chrome wire (H) electrically isolated v ceramic beads
wounded uniformly along the cylinder as a coil with (20) mm pitch in order 1o give uniform heat
flux. An asbestos rope was used as a (20) mm spacer to secure the winding pitch . The outside of the
lest section was then thermally insulated by asbestos (U) and fiber glass (W) layers, having
thicknesses of (15) mm and (13) mm respectively.

The cylinder surface temperatures were measured by twenty-five (0.2) mm-asbestos sheath alumel-
chromel (type K) thermocouples, fixed along the cylinder, The measuring junctions (which wers
made by fusing the ends of the wires together by means of an electric spark in an atmosphere fres
from oxygen) embed in grooves in the wall normal 1o the cylinder axis as shown in Fig. (1), section
(A=A

The thermocouples were fixed by drilling twenty-five holes (V) of {1.6) mm diameter and
approximately (2) mm deep and along the cylinder wall while the ends of the holes chamfered by 8
(2} mm drill. The measuring junctions were secured permanently in the holes by sufficient amous
of high temperature application Defeon adhesive (X). All thermocouple wires and heater terminai
were taken out the test section. Thermocouple positions along the cylinder are shown in Figil§
section (B-B).

The inlet bulk air temperature was measured by one thermocouple (J) placed in the beginning of (58
entrance section {calming section). while the outlet bulk air temperature was measured by 1w
thermocouples (K) located in the test section exit 'mixing chamber' (B) .The local bulk =8
temperature was calculated by fitting straight line -interpolation between the measured inlet and
outlet bulk air temperatures,




Mumber 1 Yolume 12 March 2006 Jouwrnal of Engineering

crmocouples were used with leads and calibrated using the melting points of ice made from
I ed water as reference point and the boiling points of several pure chemical substances.
zrform heat loss calculation through the test section lagging. six thermocouples are inserted in
2ging as two thermocouples at three stations along the heated section (35) em apart as shown

Fig. (1) section (A-A), By using the average measured temperatures and thermal conductis ity of

e lagping, the heat loss through lagging can be determined.
luate the heat losses from the ends of the test section, two thermocouples were fixed in each
piece. By knowing the distance between these thermocouples and the thermal conductiviey
eflon, the end losses could be calculated

22 regulator (variac), accurate ammeter and digital voltmeter were used to contrel and
= re of the input power to the working cylinder.
lowing entrance sections (calming sections) were used in the present work, that in which the
r s already fully developed at the entrance to the test section. This condition is represented by

= cipe with long and short calming sections at entrance as follows: -
ng calming section having the same diameter as the test section pipe and length equal to

r -40) cm (L/D=80) to provide fully developed flow at the entrance of the test section pipe.
. short calming sections, also having the same diameter as the test section pipe and lengths
| =qual to (60) em (L/D=20) and (120) cm (1/TD=40) respectively to provide fully developed flow

= tne entrance of the test section pipe

8 o rimental Procedure
e crocedure emploved to carryout a cerfain experiment was as follows

i = required calming section length was fitted with the test section.

3 = centrifugal fan was then switched on to draw the air through the test section while the fan
valve was used for adjusting the required volume flow rate inside cylinder,
i electrical heater was switched on and the heater-ii put power then adjusted to give the

" M
s 1 'y [
med neat Fliux

Y

us was allowed to turn on for at least (4 hours) before the steady state conditions

wchieved. Lhe readings of all thermocouples were recorded every half an hour by
1's thermometer until the reading became constant, then the final reading was recorded
: ut power to the heater could be changed 1o cover another run in shorter

 time and to obtain steady state conditions for next heat flux and for same Reynolds

; =equent runs tor other Reynolds numbers ranges were conducted in the same
-

e ig ¢ach test run, the following readings were recorded: -

L e length of entrance section (calming section) in (em)

ing of the rotameter (air flow rate) in (m”/hr).

= = Dsater current 1n ampere
- neater voltape in volts.

sdings of all thermocouples in { C)

= Amalvsis 1"-li."ﬂ'll:H.l_

ng simplified steps were used to analvze the heat transfer process for the air flow in a

-+ ander when 115 surface was subjected to a constant wall heat flux boundary condition.
1t power supplied to cylinder can be calculated:
{3}
1 heat transterred from the cvlinder surface

5 Ihe t9tal conduction heat losses (lagoing and ends losses).

5
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The convection heat flux can be represented by:
U Loy v z
W i e (f) -
oy =
Where A, = x*D*L e =
The convection heat flux, which is used to calculate the local and average heat transter coclhices a
as follows: ! ST

h o I'I e H | :’.; 'I _

bt * a
S g
Where: t;,= local surface temperature. s
s L5 | S -
lax= local bulk air temperature. .
All the air properties were evaluated at the mean film temperature (Louis Burmeister, 1993) [ e
b, *+i, : e
b e e (9} F i
J -
Where: 1= local mean film air temperature. =
The local Nusselt number (Nu,) can be determined as: -

h, . - ;
By = (10) e 3
I" = T

W

The average values of Musselt number(Nu)can be calculated based on the calculated aves iy

surface temperature and average bulk air temperature as follows:

— -
ol | m— =

Iﬁ_]..m'[l\'wm S
e . TAd
1 1 .

t, =— |t,. dx = -
e - e
=g _ N—

. N 113 T

—

The average values ol the other parameters can be caleulated as follows:
qD

K, —1,]

Mu =

gBDit, —t,) ' 2

Gr = (15 -
v
s -—
Ra=0Gr*Pr ==wreee=={ 1 ks —
Where: ) = ————, All the air physical properties (p, p. v andk ) were evaluaied af e
(273+1,) ' -
: i 2o
average mean film temperature (t; ). ——
T

RESULTS AND DISCUSSION T
A total of (48) test nuns were conducted to cover the three entrance section pipes with diff -
lengths 6lcm (L/D=20), 120cm(L/D=40} and 240cm{L/D=80) for a horizontal circular cyl '
'he range of heat flux trom 60 w ‘m* 1o 400 wim® and Reynolds number varied from (4(0) 1o 186 Ml .-

0
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surface Temperature Distribution
enerally, the variation of the surface temperature along the cylinder m:

v be affected by many

ibles such as heat [lux, Reynolds number and the flow entrance situation. The temperatur
itien for selected runs is plotted in Figs. (3 -
Fig. (3) shows the variation of the surface temperature along the cylinder for Ji‘r'-_-rn_-nr heat flux, for
1}, This figure reveals that the
friace lemperature increases at cylinder enfrance to reach a maximum value after which the

<00 and for L'-I'11'il':_' section length equal to 60 cm (L/D=2i
ce temperature decreases. The location of maximum temperature scems to move toward the
cvlinder entrance as the heat flux mnereases. This can be attributed to the developing of the thermal
ry layer faster due to buoyancy effect as the heat flux increases [or the same (Re)

ig. (4) 15 similar to Fig. (3) but pertains 10 Re=1600.The curves in the two figures show same

1. but the surface temperature values in Fig. (4) are lower than values in Fig. {3) because of the

ced convection domination.

egs. (3&0) show the effect of (Re) variation on the cylinder surface temperature for low heat flux
- w/m”) i Fig. (3) and for high heat flux (294 w me) in Fig. (6). It 15 obvious that the increasing

Re) reduces the surface temperature, as the |1;_'-L|l flux kept constant. It is necessary o mention

ol

15 heat flux inerzases the surface temperature increases because the free convection is the
- '.Illllg factor in the heat transfer process
=4(}} and third calming section with length equal to 240 cm (L/D=80), is similar

e for (L/D=2

surtace temperature varation for the second calming section with length equal to 120 em

Local Nusselt Number Distribution {(Nu,)
ration of the local Nusselt number (Nu,) with the dimensionless axial distance (77,
| for selected runs in Figs. (7 - 10).
Figs. (T&R) show the effect of the heat flux variation on the (Nu,) distribution for Re=400 and

Le= 16U respectively. It is clear from these two figures tha
vere - slightly higher than the results of lower heat flux.

g :
lary flow superimposed on the forced flow effect increases as

ux, the results of
e attrtbuted to the
flux increases leading

gher heat transter coelficient. The dotted curve in each figure represents the theoretical |-:::-.;
convecthion (TPFC) based on constant property analysis of (Shah and London, 1978)
Fems. (9&10) show the effect of (Fe) number variation on the M, distribution with (£

Tor Jow
met flux (92 wim®) in Fig. (9) and for high heat flux (294 w/m®) in Fig. (10). For constant heat flux

{ | Sy
su) values give higher results than the predicted pure '.n'.-_'..'xl convection value and moves
| 4ha i - [ 3 o L a1 - i1~
the lett as (Re) increases. This situation reveals that the

In.-u-\.

d convection 15 dominant on
catl transter process with little affect of buovancy force for high (Re).

A5 ||_ {Ee) number
ced, the buoyancy effect expected to be higher which improves the heat transfer results
ccessary to mention that in horizontal cylinder, the .\_"'|_l\,_'l_'|_ of secondary flow
Re) nu mber and hi

15 high, hence at
1 heat flux, situation makes the free convection predominant. Therefore, as

t flux increases, the fluid near the wall becomes warmer and lighter than the -=_|!'._ fluid in the
s a consequence, two upward currents flow along the sides walls, and by continuity, the fluid
gor the cylinder center flows downstream. This sets up two |;._--;;.;:ll;_||-;|; vortices. which

=trical about

are

a vertical plane, These vortices reduces the temperature difference between the

surtace and the air flow in which led to increase the grow th -.'.. the thermal boundary laver

2 the cylinder and causes an improvement in the heat transfer results. Bul at low heat flux and

= (Re) number the situation makes the forced conveetion predominant and the vortex strength

s¢s which decreases the temperature difference between the surface and the air, henee the
iiues becomes "igher (Mor and Futagami,

the (Nu,) distribution for higher calming section (L/D=40,L/D=80) arc simi

1lar trend

e
15T

1 in the first calming section length (L/D=20)
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Ichtaro
Average Nusselt Number Distribution ( ™u) flow in

The variation of the average Nusselt number(Nu)with the dimensionless axial distance (Z') i

convectis

depicted for selected runs in Figs. (11 - 14).

Figs. (11&12) show the effect of the heat flux on the |_"'-~:-|-.: for Re=400 and Re=1600 respectivel R
and the effect of (Re) number on the(Nu) for low heat flux (92 w/m®) and high heat flux (294 McComa
wim’) in Figs. (13&14) respectively for the shorter tube (L/D=20). The{ Nu)variation for highet = ek
calming seczion ([/D=40,1/D=80) are similar trend as mentioned for (L/D=20) i 3
CONCLUSIONS i
As a result from the experimental work conducted in the present investigation to study combine 1 |
convection heat transfer to thermally developing laminar air flow in horizontal circular cylinde S
subjected to a constant wall heat flux boundary condition, the following conclusions can be drawn: =~ s
|- The variation of the surface temperature along the cylinder has the same shape. This variation | =
affected by: e
a-  The surface temperature increases as the heat flux increases, for the same (Re). 3 'I:_“I-‘
b-  The surface temperature for low (Re) is higher than for high (Re), for the same heat flus s
because of the free convection domination. E
2-  The variation of (Nu,) with {(Z"), for all entrance lengths has the same trend. This variation | g
summarized as follows: i
a- For the same (Re) number, the (Nu,) increases with the increase of heat flux. )
b- For the same heat flux and hagh (Re), the (Nu,) moves toward the left of the (Nu,) predicted {i opik
{ TPFC), because the forced convection is dominant. il
c- For the same heat flux and low (Re), the (Nu,) moves toward the right of the (Nu,) predictes  _ RK

for (TPFC), because the natural convection 15 dominant. 2
3- Free convection effects tended to decrease the heat transfer results at low (Re) and o increas
the heat transfer results for high {Re).

4- At the cylinder entrance the effect of buovancy is small, but it is effects increase in the cyling .]
downstream. S
3- The vanation of the(Nu)with (Z7), has the same heat transfer characteristics which mentioned
the (MNuy) results. et W
B= The mixed convection regime can be bounded by a suitable selection of (Re) number ranges an ssfor in
the heat flux ranges. The obtained Richardson numbers (Ri) range is varied approximately fros ]
(01171 1o 12.54),
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PUOMENCLATURE

= Description [ Init
T - =l B
VLIS SUrtace area M
speciiic heat al constant pressure Jke, C
Cylinder diametes 1

L Crravitational acecleration m's

Heat transfer coefTicieni wim®, €
Heater current AL,
[hermal conductivit w/m. (
LY imdet length m
Conduction heat loss

i Convection heat flux
Convection hept loss W
l'otal heat input

)
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R Cylinder radius m
i AIT lemperature [
! Wall thickness m
W Heater » '.':'.Zl}_."- vinlt
¥ Yxial distance i
Greek
I Ihermal expansion coefficient 'K
i Dhvnamic viscosit ke/m.s - m
¥ Einemalic viscos I:-. ||_. 3
i Adr density kgpim®

Dimensionless Group
Gr Grashof number = g & Lr(-1,)
iz Graetz number = |
Mu Musselt numbe
Pr Prandtl number i, Cp'k
Ho wall parameter h.D"k, - 1
a Rayleigh number = L.
Re Reynolds number g.v.D/lp
1 Richardson numiber = Gr/Re*
i Axial distance D Re.Pr

Subscript
a Adr
I'l I':h”\.

calm

alming section

‘ully developed flow n

3 =urface
W Wall
X Loca

Superscript
T AvVETage

Ly
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Fig. (1) Diagram of Experimental Arrangement

Fig.l) Section (A -4 )
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FREE VIBRATION OF BEAM ELASTICALLY RESTRAINED
AGAINST TRANSLATION AND ROTATION AT ENDS

Mabil H.H.
Liniv, of Baghdad-College of E

= TRACT

Ximate solution of the vibration of an elastically restrained, uniform and non-uniform

= vith translational and rotational springs is obtained using Rayleigh-Ritz approach. The
seseencies are presented for wide range of restrained parameters and some of these have been
moared with those available in the published literature tllustrating the accuracy and versatility of

ach. It 1s believed that the results OrCEEnT In Lus papers will be of use in |_1q,_-:~.‘_-_u|‘: of beams.

e and piping under dynamics consideration
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ream, shafl, frequency parameter, elasticallv restrained. Ravle igh-Ritz

ERODUCTION
2 large number of technical studies dealing with vi brating beam taking into account several
==ang ellects such as axial forces, elastic constraints, variable cross-section rotary inertia of

50 and Reyes(1976) studied the problem of free vibration of a beam supported by a

S Spring at one end and having a translational spring at the other end. Sundaraiant ] 70y
= & sumple algebraic expression for un upper bound to the fundamental frequency of beams

netrical springs
= e aoreensen) 1YED) bhave studied the response of L'..lel-.'.l'|_‘- restramed cantilever
i

er beams and presented exact frequencies and mode shapes for the first four modes of
. 1
|

'
numaer of restrammt parameters. In i attempt o esnmale the |=I"Iq.|illl'-.,l"'
]

= 1 ! i il % 1 - ¥ ¥ = ] i " 3 r Tl o I
vibration fuel rods, Passig1970) derived an exax requency equation for a beam

LY L A
=i

symmetrical springs at either end of the beam. Abbas{ 1984} has studies the problem of

=strant limoshenko beams and presents some results for degenerate case of Bernoulli-
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FREE YIBRATION OF BEAM ELASTICALLY RESTRAINED |
AGAINST TRANSLATION AND ROTATHON AT ENDS e

Mo ML L

thes mirecart e fFhie el o i 3 = 11 Ix i1 o L 1
In L _.-|-\.3‘1'_| 1 PPl -.|-L |"|.l.-|~|-'_-'|| ol tree ||"'...|II"'_: L) I_'I.,I_II_I_.l:-\. restrained |§.\_'||:||.|:!;-| aler 1g -:".'--\..'d oy
15 apphied for determining the

using Rayleigh-Ritz approach. A simple algorithmic procedure

requency parameter of the restraint beam.

AFPROXIMATE SOLUTIN
i n of a deflection In which

the classical application of the Rayleigh-Ritz method is based upon the selection of

unetion which isa speciiic function of the position
riowever, as was a first shown by Rayleigh one can use a polynomial function with undefined
parameters. Lhe strain .energy of the structural svstem under consideration Fig. (1).

. oo EEY 5l et
. = #-] J{x) — dr+ig) — | +LKH &
1 l_..l.. I..-I - . s
able(1)

; {la) ;
e equal o its maximum kinetic energy -

V= Lpa’ [ At dx
.;i‘jr B E I: :q ¥ L ﬁr_
e+ 1@ -
K K e

F1g.(1) The structural element under i westigation, showing the support system

where L is the Young's modulus I{x) is the variable moment of inertia, A(x) is the variable crc

E W r s - ¥

T Aree: L AT are s cawetticaend ol =3t mitiad ST O g . I o ;
i, and K are the coefficient « rotational and translational springs.  The bound

conditions for the beam can be writien ar =1
0,0
| ST = J" ” LRA T )
T
L COHD, el N |.-
A (3
ind at x=1. as:-
| .

=
CETH0, 1) AW (L, 1)
- i e
(i | (i |
(3
o i e . daflamdsrsm chie . H 2 ] J
the displacement deflection shape can now be approximate bv means of polvnomial
: . - i am
gl L | 1 : W] R g |
F o= W X.T) b+ & X+ . +a.X +a,X ) ‘.5' i X £ =
|
(4]
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rF"

| 1 i L 1 I % - 1 g am . . oyl L L ¥ i L - o
== 7 fare delermined from the boundary conditions of equations (2) and (3). Substitution

- waalUll [9) Into equation {£) and diflercntiated with respect to the und xiined constant A’s would

d
! a characteristics equation of the form

L —mWEdl=n

nch K and M are the stiffiess and mass matrices of the structure, and iz the circular

EQUENCY,

SUMERICAL RESULTS AND DISSCUSSION

first case studied is that of uniform cantilever beam {clamped at x=0) with rotational spring

rled located at the free end of the beam. The first five |"-.‘:_i IENCY  parameters are show

|
Bable(1) and compared with the exact values from the work of Laufl], The table shows excellent

Eercement with exact results .
I E "\.ILl.'I'"_I Case ‘-!.I-:I:L"L; i.'h thai Ili.JL'IL'III {1141 on of the natural |'|',-|_i||;- 10y [raram efer '. VAR ;-_"_ ST
megic span, spring hinged beam.

Lo m " [ ETY

e (1) Comparison of frequency parameters fora uniform cantilever beam

with transl; @

tional spring and a !.'-I.!Ii:\'La_ 5
e

Spring at 'I > same point (K
—__ ———

pad

|
| | 2 |
— T i

»ers in parentheses are exact values

II::'l:..l;.'i.llr'llllu.llll'l I,I,r. |.rq:'.:..|\.r.".'_'| mirameiers Ly fRlg 4 | for a unilorm l\.'.ll'll_i_l_"'.l_'l' ._":;”:-

il e
with translational spring and a rotational spring at the same point (K="9 11
. i = o e s oo S ==
| Mo I"‘l-..l.lll.. [ s “"H-I,. nber
— S = g o = i
| 2 [ | & |I
L1 17.27 [ 49682 | 101 851 0 [ 262124 |
Lok, ]k i | | ’ ; - |
| (45269 [ (496017 (101.318) ||1'I fanl | (261.527
00100 149 266 34,961 110,783 I | E2.642 275430 |
Ii e .. |
A (19.272) (54.509) | (108.773%) (182,180 | (274.921) |
o P ‘=i A B A SN WS o ek | sl N

—————
BmOers in parentheses are exact values

= where both ends elastically restrained against rotational and fully translationally restrained.

e s=sults of the frequency parameters for two comb natons ol rotationa =| Iness are considered

E=er with exact results computed by m[8&] as shown in Tahle (2). . Again close agreement

=xact resulis s achieved.

s, = . " $ - L ] f i ]
234 and 5) show the relation he ween the frequency parameter 16 A L and the

B number under different values rot; thional spri ng constamt tor uniiorm single span heam

19
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Figs. (6,78 and 9) show the relation between the frequency parameter & ™ £7) anud

T |-\. "|-|-|.-r-. Vo v g T [ =g b 4 I ' -

mode number under different values off ralabonal spring constant lor three span beam, whic
5 TET1E '; 3 ¥ :-':. |- [ e I - 4 ™ ] 1 [ I .o ;
ymmeincally parabolas tapered in both width and deptn wiere the central dimensions one half

e T + - —— : ]

ienszon and has both end translationally and rotationally spring supported.

t can seen from the 5o i a2 1 e ho-th R g 5

(L can secn Irom the fgures presented in this paper that both the (ranslational and rotational spr

-unstanis have signilicant eflect on thee lower mode of vibration, This sludy alsa, shows that

generdl tne translational spring constant has relatively greater effect on the frequencies than

iflonal spring constant,
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FREE VIBRATION OF BEAM ELASTICALLY RESTRAINED e

M HH.
AVGATNET TRANSLATION AND ROTATION AT ENDS

Maurizi M. 1. Rossi R, E. and Reves 1AL (1976), Journal of Sound and Vibration 48, 565-568

Vibration frequencies for a beam with one end spring-hinged and subjected to a translationa
restraint at the other end.

Passig E.G. (1990), Nuclear Engineering and Design 14, 148-200, End slope and fundamenta T™WO 0
- L

frequency of vibrating fuel rods.

Abbas B.A.H. (1984), Journal of Sound and vibration 99.541-548. Vibration of Ti moshenko beamn

with elastically restraimed sends..

sundararajan C. (1979), Journal of of Mechanical deign 101, 711-712. Fundamental frequency

beam with elastic rotational restrainis, R AT
Abbas B. A. H.. (1985), The Aeronautical Journal 89,10-16, Dynamic analysis of thick rotating
blades with flexible roots., e

Fossman K. and Sorensenjr A, (19800, Joumal of Mechanical Design 102, 829-834. Influence o= -

flexible connections on response characteristics of a beams,

Gomman D. . (1975}, Free vibration analysis of beams and shafis, New York, John Wily .

Laura P. A. A, and Valerga Degreco B. (1988), Journal of Sound and Vibration 12043}, 537-5 c'

wumencal experiments on free and forced vibrations of beams of non-uniform cross-section.. e ;
NOMENCLATURE e

l{x)- variable moment of inertia (m™) 3
\(x)- variable cross-section area (m°) :
L- beam’s length (m)

E- Young's modulus of elasticity (N/m”) ; sl iy

- density of the beam (kg/m™)

ind k- are the coefficient of rotational and translational springs

i and M- are the stiffness and mass matrices of the structure

15 the circular frequency (rad's)
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m purpose a two-dimensional numerical model was applied for estimatinp
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INTRODUCTION i
The rise of water temperature due to artificial effects is called thermal pollution .This 1y
pellution can be defined as excessive change in the natural or ambient water temperature causs E o
the addition or removal of heat through man's activities . The heated water rajse the temperan . ’
the body of water above it's normal level and can harm animals and plants living in the
(Richard. 20007, -
The major waste-heat producing industries are :steam-electric generalion plants | peim P
refineries | steel mill , chemical plants(mathur,1976).
The discharge of heated water directly to the river can be more dangerous to the health ¢ -
receiving water than organic pollution. Higher temperature reduces solubility of oxygen M -
Ahe chemiral reactions will proceed 1o a faster pace, hence |, the water may go anaerobic -
disastrous effects on its odor and appearance{ Rute and Siliva,1997) -

Al-Challabi (1994) developed a two- dimensional numerical model for the simulation of the :
and mixing of thermally polluted water disposed into the flow. This model considers the of
density difference between the pollutant density and the river water density
Li-Renyu and Righetto (1998) presented unsteady state two dimensional model 1o simulss ———
velocity and temperature field in the estuary of the Yangtza River in Brazil, It was found &
simulation by using {K-g)model can provide more details of flow fields and lemperature distri
than that ence obtained by using
Phenomenological algebraic for models of eddy viscosity and diffusivity Catirolgu and Y
(1998) presented a mathematical model to predicts the long-term effects of once-through s
on local fish population. . The simulation indicates that entertainment and impingement may |
a population reduction of about 2% to 8% in the long run. Joody (2001} developed one as JE—
dimensions numerical model for the simulation of the spread and mixing of thermally p
waler disposed into the river flow released from the AL-Daura Power Station starting fros
outfall up to 1000m downstream. The two dimensional model also discusses two cascs. the
case neglects the effect of vertical velocity distribution while the second case ing
Comparison of observed data on Feb 3. 20001 and July 27.2001 with data computed be
dimensional model shows a good agreement with percentage error of 0.57% and 1.95% respes
In this research the finile difference method was used to solve the equanons governiag
phenomena of heat disposal. The solution was verified by a laboratory experimental work =
field data obtained from Al-Daura power station .

NUMERICAL MODELING
Numerical model of thermal pollution is used by the formulation of the following set of
differential equations: (Rastogi and Rodi, 1978) -
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located at the end of the flume, The experiments was conducted to find the temperature along &
flume downstream of the heated water outfall(the water from the tap). The temperature values we
measured using thermometers distributed at selected distances from this tap.

Field data obtained from Al-Daura power station were also used (o support this verificatiof
Table(1) shows the comparison of the temperature values along the Tigris river downstream of 4
doura Power station outfall with those obtained by the numerical model , The required informatid
about Tigris river obtained from (E uphrates center for studyving and design or irrigatd
project, 2001)

Tuble (1) Observed Eir'lﬂ Predicted temperature from Al-Daur Fa power station

Distance(m) Predicted Tem ip. Absolute |
*C(by Numerical difference %
madel)

Chuttall
30
._.“":I
150 _ :
200 30.. 30. R T 1 B
250 | ; o ) '
300
BN
400_

Table(2) shows the comparison of the temperature values observed from the laboratory m
downstream of the point source outfall with those obtained by the numerical model

Data from Laboratory Physical Model.

| Absolute Differ %

lable (2) Observed and Predicted Temperature
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* AND DISCUSSION
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Fig. (3) Comparison between observed and predicted temperature data obtained from laboraton

physical model.

SENSITIVITY ANALYSIS
Sensitivity analysis was carried out to obtain the effect of the several important model parames
on the temperature distribution as follows:

Effect of Wind Speed
Fig. (4) shows the comparison between the results obtained by excluding and including k"ﬁ
transfer coefficient respectively .From this figure , it can be found that excluding or including \.“'
heat transfer from the water surface showed no noticeable change in temperature distribution =

Lhe above analysis indicated that the medel is insensitive 1o the variation in the wind speed. The L . &
obvious from the comparison of the temperature contours for the two cases which is almost sim - "
-

Effect of River Velocity
[he rver '-;.'ll:ll_'i.1:-. 15 effected by the q!:_:_::.;_- and '|'|'.|!_l|'_:'|.._'_-c:: of river bed, (Roberson and Crowe, 1@

Fig. (5) shows that decreasing the roughness height causes increase in longitudinal distributi

the temperature . This is caused due 1o increase in longitudinal velocity _Also reducing the rough

helght causes vertical retardation of isotherms

I'ig. (6) shows that by increasing water surface slope an increase in longitudinal lempers
distribution was obtained, in addition to this the isotherms are retarded vertically when the

slope increase, ' .
The above analysis indicates that the model is sensitive to the change in river velocity
indication is obvious since the temperature contours were shified downstream from the outfall

Effect of Density Difference:
Fig. (7) shows that the isotherms are retarded longitudinally and vertically in case of neglecting

density effect . This can be attributed 1o the effect of a buoyancy force on the spreading of
temperature |
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CONCLUSIONS

1- The numerical model is insensitive to the variations of wind speed |

2- The numerical model is sensitive to the variation of roughness height of the river bed . sl
water surface . density difference between the heated water density and the river water densit

- The model can be utilized to study the effect of various physical parameters on tempers

distribution .
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PRIMITIVE VARABILS METHOD

Dir.Falal M. Jalil Dr. Khalid. AL Lsmael M. Sattar J.Habeeh
Mech. Eng. Dwept. Mech. Eng. Dept Mech. Eng. Dept
Military College of Eng Technology University Technology University

Assist. Prof. Prof. Assist. Teacher

ABSTRACT

A numerical study of mixed conv. . tion cooling of heat dissipating electronic component, located
ina rectansular enclosure .and cooled by an external through flow of air is carried

out .A conjugate problem is solved by primitive variables method. describing the flow and thermal
fields in air .The interaction between the components is of interest here, depending on  their
relative placement in the enclosure, and different configuration are considered. for Re=100

laminar, steady flow is predicted for up to Gr/Re? =25 according to heal source location in the
enclosure. The mixed convection regime, where the buoyancy effects are comparable to the forced
flow, occurs at values of Gr/Re? between 0,01 and 25 The results are of values in  search for

suitable placement of electronic components in an enclosed region for an effective heat removal. In
general , it appears that the location of the source on the left vertical wall is the most favorable in

terms of cooling. Laminar results are predicted up for up to Gr=2.5 *10 ® for all configurations
studied .
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| 2 a5 ' ~ MIXED CONVECTION FROM ELECTRONIC EGUIPMENT %
| i ] COMPONENT AT DIFFERENT POSITION AN ENCLOUSER BY |
e Ei PRIMITIVE VARABILS METHOD |

e gyl e 81 Gr=25 *1pf

KEY WORDS
cooling of electronic component . mixed convection . CFD Simulation , enclosure .

INTRODUCTION
An area which has seen a considerable amount of research activity in the recent vears is that of heat
removal for electronic equipment with the continued effort to decrease the size of electronic
equipment , the energy dissipated per unit area has increased substantially in most engineering
applications . Air cooling is still the most attractive method for computer systemn and other
electronic equipment .due 1o its simplicity and low cost . Thermal engineers  in the
electronics industry are always trying 1o achieve the best possible performance out of air
cooling . Inthis effort , the need to understand the variely of flow phenomena and
convective heat transfer mechanisms that are present in air - cooled electronic svstems is
obvious,
A number of studies on the convective heat transfer in enclosure . such as solar collection
systems , room ventilation and electronic circuit have heen extensively reported regarding
the cooling process. Recently, considerable attention has turned io mixed convection prohlems
owing to wany practical applications including cooling of electronic equipment and devices
{G.P. Paterson and A. Ortega 1990 1 {K.J. Kennedy and A. Zabib 1983}, In an enclosure . the
interaction between the external forced stream and buoyancy driven flow induced by the
increasing high heat flux from electronic module leads to the possibility * of complex flow.
Therefor its  important to understand the heat transfer characteristics of mixed convection in
the enclosure.
Mixed convection flow and heat transfer has been studied for inclined channels with discrete
heat sources {C.Y. Choi and A. Ortega 1993 ) , { C. Yucel , H. Hasnaoui, L. Rohillard , and
E. Bilgen 1993}, It is found by Choi that the best performance in heat transfer is obtained when
the channel is in a vertical location . The Yucel is pointed out that the normalized Nusselt
number is a decreasing function of the Reynolds number and an increasing function of the
inclined angle .{ E. Papanicolaon and Y. Jaluria 1990 and 1993} studied mixed convection
from an isolated heat source in a rectangular  enclosure . They indicated that flow patlerns
generally consist of  high- or low- velocity recirculating Celia due to buovancy forces generated
by the heat source .
[n addition. the effect of the thermal conductivity of the cavity walls on the heat transfor
phenomena was investigated by Jaluria . A later investigation { E. Papanicolaou and Y. Jaluria
19953} further presented wrbulent flow in a cavity by k-e model . Turbulent results were
obtained for Re=1000 and 20w , in the rang of Gr=5*107 1o 5*10% . A detailed study of
mixed convection in a partially  divided rectangular enclosure was presented by
{ TH. Hsu ,P.T. Hs. , and S.P. How 1997 i- It was observed that the heat {ransfer
coefficient decrease rather rapidily as the height of the partition is more than about half
of the total height of the enclosure . In  the present  work , therefore , where a  enclosure
configuration is considered , with protruding heat sources at various locations , the following
conditions are considered :-
I- convection heat transfer in the enclosure only .
2- protruding heat sources { blocks Jin the enclosure, mounted on surfaces that are either
parallel or perpendicular 10 each other,
3- Interaction between a buoyancy - induced flow and a forced flow  whose direction is
perpendicular to the gravity veetor.
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The geometry of the cavity and the relevant parameters considered here are shown in Fig(1),
for the study of the conjugate problem. The walls are assumed to be small thickness therefor
the conduction through it can be neglected .The total dimensions Hiot -Wiot include the
corresponding dimensions of the air - filled cavity plus the thickness of the walls,

Wiot
Ui U
'[ H | Hio
Ls :
i

e
R

YL W

Fig.(1).Physical model of the gavity.

e

The configuration shown in Fig.(1) is a generic case, including three location of the sources
. corresponding to the left , right and the bottom side walls. This case will be referred 10
as LRB [or brevity from now on . However. most different locations and  the corresponding
configurations will be, respectively . named as LR (for sources on the left and right walls) , LB
(left and bottom walls ). and RB (right and bottom walls ) configuration s .The heat sources
will be referredtoas L. R, and B depending on their respective  location .

The two dimensional problems is studied here . where each heal source actually represented a
row of electronic components . sufficiently long in the third dimension .

MATHEMATICAL FORMULATION

Maodel Equations

The equation describing the problem for the configuration of Fig.(1) arc the Navier-Stokes
equations for the fluid . with buovancy effect taken into account . a5 well as the energy equation ,
which describes the temperature variation through the fluid (air) , the flow assumed to be steady
.laminar, and incompressible.

The nondimensional equations can be written as ;-

¢l ay

— + — =i
ax ar (1)
3 Ay il
L:f'uaﬂ.'.._-_ ¢.P+"I¢:L:
ax &Y X Re (2)
Ay LY i
S gEey R Logease o Be o
ax ay &Y Re e 2 (3)
3 Gl
TR | S (4)
o iy Re = Pr
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Where the above equation are non dimensionalized by using the dimensionless parameters
detined as ;-

X=x/Hi, Y=y /Hi

U=su/ui , V=v/ uj (5)
Pr=v/a , P=p I,ffpui : ;. Gr=g. . AT Hi 3;'!1-'2

Re=ui.Hi /v ,0=T-Ti/ AT

AT=Th- Ti

Boundary Conditions
The boundary conditions at the inflow and the outflow are, respectively ;-

Ui=1, Vi=0, 8i=0 at theinletflow.

U=0, V=0 and EU:E’F{} at thewalls, (6)
N N

Bi=1 at the heat source

ﬂi = o = L2 =0 at theexit flow(smothexit)

aN N N

The sensitivity of the solution to the outflow boundary conditions was tested by Papanicolaou
and Jaluria{3}. The mean Nussult number define as :-

—

L]
Nu = j——dy (7)

U aiy)

NUMERICAL METHOD

Goveming Eqs.(1- 4) were  solved numericaily by the  primitive  variables method
( finite volume method ) 1w obtain steady state laminar flow solution . with hybrid scheme
approximation  for the convective terms {1.P. Simoneau , C. Inard , and F. Allard 1988}, The
second upwind and central differencing  scheme were also used for comparison and no
significicent differences were found .

To determine the appropriate grid size with which grid independent solutions can be
Obtained , the calculation were done on increasingly finer grid size distributions, A 2171
uniform grid with a denser clustering near the walls was considered 10 give — independent
result . To corroborate this the 21%2] grid results were compared with the solution on an
42*48 uniform grid . The two results compare very well with each other with a maximum
local difference of 4.5% in the two solutions. The general transport equation for laminar flow in
cartesian coordinates may be presented by :
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EW]+Eﬁ’D‘j5J_ é |{r i |

= —_— 5
#t E aX. | 'l’a:s:.! D
[ 1./

where
i=123
flpau _
———L" = convection  term

ax, 8}

b1

r'."_ b |

F¢ ETx—— | = diffusion term
iJ

X

5¢ = ource  term

where @ is the dependemt variable . Table (1) gives the expressions for the source terms
Sy for each variable that is likely to be needed in solving cooling problems |

Table (1) Source Terms in the Transport Equations.

Equation i I’ 8,
Conntinuity | m 0
Momentum U] = U u P, +1/3uV.U)+pg,
Momentum U2=T L - Py = 1/3{(uV.U)+ pgy
Momentum Ul=1] M ~ Pz +1/3{uv.U)+ pEz
Temperature T r Q/Cp

ﬁll—_ - : —_ =
M dynamic viscosity , [': diffusion coefficient ( diffusivity )

If we use the Boussinesque approximation, we get --
Pg, =pg, =0

T
pE. = —g(l - &FI | where AT=T-=Tr (%)

e

Tr = Reference Temperature

Solution of Governing E ions

Most of the reviewed material solve the models using the finite volume based methods. The
most frequent scheme used in solving the air flow was the SIMPLE scheme and some of its
varigtions  ( SIMPLEC ete...). Most investigators used the hybrid method ( central / upwind
Differencing ), for solving the transport equation, In the following sections the equations are first
discretized using finite volume methods, then a suitable difference scheme is applied. The solution
process 1s finally concluded with the method of applying the boundary conditions,

Discretization Methods

Te solve the governing equations numerically they must be discretized and formulated in such
a way to preserve there nature. Two main methods of discretization are the finite element and finite
difference methods. The use o fthe finite element method was thought to be much better since
it offers greater flexibility specially for difficult geometries, Finite difference schemes are widely
used . and are the more common . Complex geometry’s can be modeled when generalized
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coordinates are used. Finite difference scheme may be derived cither by using the Taylor expansion
polvnomial approximation or by the use of the finite volume scheme.

Finite Volume Method (Control Volume)

The basic idea of the control volume (CV) formulation is to divide the domain into a number
of non-overlapping CV's such that there is one CV surrounding each grid point. The differential
equation is integrated over each CV ., {H.K . Versteeg and W. Malalasckera 1995 } .The most
attractive f-ature of the CV formulation is that the resulting solution would imply that the
integral conservation of quantities such as mass, momentum and energy 15 exactly satisfied over
each and any group of CV's and of course over the whole computational domain.

This characteristic exists for any number of grid points , not just in a limiting sense when the
number of grid points becomes large. Then , even the coarse-grid solution exhibits exact integral
balances.

Two Dimensional Discretization

The general transport equation may be written as,

dpv) @ i
At +axi{Ji}_E'¢

(100
o
3 == .IL el —
where J. le'I' liI*f;

Ii represents all the flux due to both diffusion and convection. The source term may be
expressed as a lincar expression :-
Se = b®_ +¢ - (11)

Note the pressure term is excluded from the source term (in the momentum equation) in
the solution procedure, and the linearization is done for all other terms only .

v velocity
¥ — 5 uvelocity
e ﬂw{
ﬁ L 9
Ay vell
5 4 > N-
4
]
2
=1
=1 2 3 4 5 &

Fig.(2). Grid and control volume for 2D field (H K. Versteeg).
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Integrating using the CV we get

(P, =piO0 JAAAL+T, =1, +1, -1, = (b®, +c)AA (12)

where n (north) and s(south) are the neighbouring points of p in the v-direction , AA=AX* AY
is the areaof the CV,and the I's arc the integrated total fluxes. Integrating the continuity gives,
[PF-P:J’—‘-PMHF.-F“ +FE -F =0 (13)

where the F's are the mass flow rates through the control surfaces, The g....... two-dimensional
discrcti;mliqn equation can be obtained from eq.(12) and eq.{13), and is given by,

[Zaﬁa:—b\!mp:Za,'ﬁﬁc (14)

where

Za, =d,=a,+a_ +a, +a,

IZEI'IEII =a,®, +a, 0, +a,® +ad (15}

a; =p; AA /AL
b=5 AA
¢=54AA +a ]

Applying any scheme 10 solve this will give the values of ai, for instance if the Hybrid
scheme is used ,

a, = (0.D, —0.5F} + (0.-F,)

s = (0.0, ~03E,)+(0.F,) a6
a, ={0,D, - 0.5F,|}+ {0,-F, )

a, ={0.D, -0.5E/)+ (0.F )

The convection and diffusion fluxes are given by,

F=0pU)ay & D, = I Ay/Bx,

Fo=(pU)ay & D, =T Aylx, a7
Fi! o {PUL&]‘[ &' J.';!u i !..l:'.jl'.'!".":ﬁ:r.r

F=(pU)ax & D, =TI Ay/ay,

All the coefficients in eds. (15) and (16) are wsed for solving for{ Temperature , kinetic and
dissipation , .. ), the velocity components are calculated on & staggered grid and there values differ,

RESULTS AND DISCUSSION

Definition of Physical and Geometric Parameters

The resulis to be presented here will focus on the effect of  certain parameters . while
keeping the others fixed. More specifically , the parameters listed below in dimensionless
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form , chosen to represent a cavity that would most likely appear in an electrome
system , although not exclusively so, are kept fixed atthe following values see Fig(1) ).

Aspect ratio of the air - filled cavity A = H*/W* =1, Hi* =Ho® = Ls* = 1, di"/H" = do™/H" = 0,557
The distance of the center of the sources from the bottom of the cavity is taken
such that ds*/H*=0357. while on the bottom wall the corresponding  distance is
ds*/W" = 0.5, measured from the left vertical wall. The parameters to be varied here the

Grashol number , the number of the sources , and the relative locations of the sources. All
the alternative cases will be compared toench other. The Reynolds number is being kept
fixed in this work at Re=100 , a value representative  of the laminar regime
characterizing on  incoming flow of a relatively low velocity. For instance, an air flow of about

0.1 m /s _entering through an opening 2 em height at 20¢” would yield a Reynolds number of
the above — mentioned order of magnitude Higher values of Re have been considered
betore {Jaluria 1990}, and the basic flow in the cavity were not affected significantly as
long as Re=<1000 The Grashof number is varied in the range Gr=10°-25*10% and this
effect will be presented .

In what follows , as a variation in the Richardson number (jr,-"' Re? over the corresponding
range .Gr,-'f]:?.ue2 Is a more suitable parameter in mixed  convection problems and since the
Reynolds number is kept fixed , varying the value of Gr_.Jf Re?  will be equivalent to varying
the heat input from the sources. Generally |, the Grashol number encountered in  electronic
cooling are of the order of lﬂs or higher, butin this case .in order to get a more complete
picture of the effect of Cir/Re? on the heat transfer, the rang of Gr has been extended to
lower values,

Flow and thermal field for steadv mixed convection

Fig.(3,4,5) shows the velocity vectorin the enclosure at different values of Richardson number
Gr/Re*=5 and 25 of fixed value of Re=100 and different location of heat source { LR
.LB,RB).

All these cases leads to steady laminar solution. The flow field shows unicellular pattern at
Gr,"'REE =35, but at this value a secondary flow develops due to the buoyancy effects from

source R, at the base of the right side wall . At 11_.‘r1'_."'lRI=32 =235, the secondary ¢ell becomes bigger
and  occupies more of the space originally belonging to primary cell . The temperature field
{ Isotherm contours , Fig(6,7,8) }in the fluid adjacent to source L exhibits the characteristics
of a natural convection boundary layer a plumelike pattern of isotherms at all values of

Gr/Re? chosen while for source R such a pattern makes its appearance ti:'rrliifr,-'r Re? =5, source
R 1s shown to be subject to an opposing recirculating flow.
For the same values of Re and Gr/Re® as before, the corresponding results for the LB

configuration as shown in Fig(4) the buovancy induced flows due to both the sources are now in
the same direction .aiding the recirculating flow  Therefore a unicellular flow pattern is observed

at all values of Gr/Re? . with the recirculation gradually increasing with an  increase in
Gr/Re? . Thermal boundary layers are clearly observed over both sources, the BR configuration
gives rise 0 a variety of flow patterns, as seen in Fig(5) .

At 'l.'_}r,-'f Re? =5, the external flow dominates over the buoyancy effects and the flow field
resembles the one generated ina driven cavity, At a higher buoyancy level Gr/Re® =25, the

buoyancy effects from source B again add 1o the recirculation of the original cell , while the
secondary cell is now due to buoyancy effect from the source R only and is restricted 1o a region
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form , chosen to represent a cavity that would most likely appear in an electronic
system , although not exclusively so, are kept fixed atthe following values see Fig(1) ).

Aspect ratio of the air — filled cavity A = H*/W* =1, Hi* =Ho® = Ls* =1, di*/H" = do™/H" = 0.557]
The distance of the center of the sources from the botiom of the cavity is taken
such that ds*/H*=0.357. while on the bottom wall the  corresponding distance is
ds*/W* =05, measured from the lefi vertical wall. The parameters to be varied here the

Grashof number , the number of the sources , and the relative locations of the sources, All
the alternative cases will be compared to each other. The Reynolds number is being kept
fixed in this work at Re=100 , a value represemtative of the laminar regime
characterizing on  incoming flow of a relatively low velocity. For instance, an air flow of abour

0.1 m /s entering through an opening 2 ¢m height at 20¢” would yield a Reynolds number of
the above — mentioned order of magnimude Higher values of Re have been considered
betore {Jaluria 1990}, and the basic flow in the cavity were not affected significantly as
long as Re=<1000 The Grashof number is varied in the range Gr=10°-25*10% and this
effect will be presented .

In what follows , as a variation in the Richardson number Gr/Re2 over the corresponding
range . IZ:'rr_J'f Re? Is amore suitable parameter in mixed  convection problems and since the
Reynolds number is kept fixed , varving the value of l:'j-r_.-'f Red  will be equivalent to varying
the heat input from the sources. Generally , the Grashol number encountered in  electronic
cooling are of the order of 107 or higher, but in this case .in order to get a more complete
picture of the effect of Gr/Re® on the heal transfer, the rang of Gr has been extended to
lower values,

Flow and thermal field for steady mixed convection

Fig.(3,4,5) shows the velocity vectorin the enclosure at different values of Richardson number
Gr/Re* =35 and 25 of fixed value of Re=100 and different location of heat source { LR
.LB,RB).

All these cases leads 1o steady laminar solution. The flow field shows unicellular pattern at
Gr/Re? =5, but at this value a secondary  flow develops due to the buoyancy effects from

source R, at the base of the right side wall . At I:Z‘rr_.Ilf Re? =25, the secondary cell becomes bigger
and  occupies more of the space originally belonging to primary cell . The temperature field
{ Isotherm contours , Fig(6,7,8) }in the fluid adjacent to source L exhibits the characteristics
of a natural convection boundary layer a plumelike pattern of isotherms at all values of

Gr/Re* chosen while for source R such a pattern makes its appearance for Gr/Re? = 5, source
R 15 shown 1o be subject to an opposing recirculating flow.
For the same values of Re and Gr/Re? as before, the corresponding results for the LB

configuration as shown in Fig(4) the buoyancy induced flows due to both the sources are now in
the same direction ,aiding the recirculating flow . Therefore a unicellular flow pattern is observed

at all values of Gr/Re? . with the recirculation gradually increasing with an  increase in
Gr/Re? . Thermal boundary layers are clearly observed over both sources, the BR configuration
gives rise 0 a variety of flow patterns, as seen in Fig(5) .

At Gr/Re? =5, the external flow dominates over the buoyancy effects and the flow field
resembles the one generated ina driven cavity. At a higher buoyancy level Gr/Re® =25, the
buoyancy effects from source B again add 1o the recirculation of the original cell , while the
secondary cell is now due to buoyancy effect from the source R only and is restricted 1o a region
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adjacent to the right vertical wall, this change in the flow paterns and the direction of the
buovancy-i=duced flow from source B can be seen in the isotherm plots{ Fig(8) ).

Average Nusselt number Nu i

Fig(%) shows the relative magnitude of the average Nussell number w, at the sources for
mixed convection over the corresponding value for  forced convection Nuf . at different
values of Gr/ Re?, can be plotted . as shown in Fig(9) . Generally, the ratio 7;4_-.._,.5 ot increase
with {}l‘.."'FtJ&1 except in BR configuration at low Gr/Re’ .In that case , the opposing effects

dominates and an increasing trend is observed .
This  behavior was also found in the opposing forced — flow results of {11, where the
Nusselt number curves crossed the forced convection asymptote as Gr/Re? decrease before

approaching the asymptote value. The results can  be decribed by  a correlation of the
following form :-

Nu 4‘ g ¥
_—— e [H:I

Nuf \Re <)

Where ¢ depends on the configuration and the source location and has the computed values
shown in Table (2).

Table (2) Magnitude of C Parameter.

CONFIGURATION | SOURCE LOCATION C
LR L 00518
LR R 0.0248
RB R 0.2463
REB B 2391
) LB L 0.6906 |
LB 0.1859

All these have correlation coefficients close to 0,99 . It can be observed in table above . that in
the LB configuration the variation of the Grashof number has a much larger effect on the heat
transfer compared to the other two configuration .

CONCLUSION

A numerical procedure was developed to simulate the laminar mixed convection cooling of
electronic components  located in an enclosure . Results are presented for the flow field and
temperature distribution in the fluid ( air ). The numerical method presented is very  robust
and capable of treating different numbers , locations of heal sources.

In general , it appears that the location of the source on the left vertical wall is the most
favorable in terms of cooling . Laminar results are predicted up for up to Gr=2.5 *10° for
all configurations studied .

The two-dimensional model studied here applies 1o two or three long rows of electronic
modules  mounted on either one of two vertical printed circuit boards or on a  horizontal
board and extending in the direction normal to the plane under consideration . The results from
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the various cases studied are extremely  helpful in understanding  the flow patterns that
develop in an air — cooled electronic enclosure and the thermal interactions  between the
components, this allows for an evaluation of the various alternative placements of the
components and selection of the one that leads to the best thermal performance . Quantitative
heat transfir result  were also obtained and compared to previously existing data for
configuration of relevance to the present ones,
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NOMENCLATURE

A Area

a Coefficient values

D Diffusion factor at control surface

d Vertical distance from the bottom of the enclosure
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€,W,1,5 Values at
east.west.north,south
F Flow rate at control volume
Gr Grashof number
GrRe<  Richardson number
g Acceleration of gravity { body foree )
H Height of air-filled cavity
Hi, Ho - Height of the inflow and
outflow channels
J Flux due to both diffusion and convection
Ls Length of the heat sources
Na Average Nusselt number in mixed convection
Muf e ] T i
erage Nussel number in forced convection
P Dimensionless local pressure
Pr Prandtl number
Re Reynolds number
5 o Heat source
T Physical temperature
AT Temperature scale
. [ Th-Ti)
u.v Dimensionless horizontal and vertical velocity
Lii Mean value of the horizontal velocity
component at the inflow
W Width of air-filled cavity
Xy Dimensionless horizontal and vertical coordinate in general form equal N
GREEK NOMENCLATURE
i}l Dependent variable
a Thermal diffusivity
f Coefficient of thermal expansion
B Dimensionless lemperature
v Kinematic viscosity
SUBSCRIPTS
i Inflow
0 " Dutflow
h Hot location
- Cold location
L]

Dimensionless quantities
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STUDY OF THE EFFECT OF VEHICLE DRIVER BEHAVIOUR _
ON VEHICLE EMISSIONS OF CARBON MONOXIDE AT
SIGNALIZED INTERSECTIONS

Agsd, Prof. Dr. Al L AN coami Pyof. Hamed MH. Alini Axu F. 5. Talabauy

Buepurtirenl ol Civid Enpinsering’ Collepe ol Eopinesring
¢ Vimiversity of Raghdad

ABSTRACT

Considerahle concentrations of vehicular emissions at signalized interscotions and strects, in urban
arca are health-relaed issoes of voncem 1o sociely 1o geoeml. This paper presents an examination
for the effect of vchicle driver behavieur on vehicular exeess OO emissions, The examipulion
process based on site observations.

Four stgnalized inlerseciions io Erbil Cily which, ssusly the obeclives and specilicaiions of thes
stpdy selected, and the necessary teaffic behavicur sod vekicle exbawst emission data collested. The
trallic data. were collecicd wang videe recordmg technigue and the Analytical Mebile Gaseous
Farizsions CART PRIGE machime wsed to measare vehucle exhisl erpission data,

The required tratfic dets abstracied om vides play back using EVENT computer program. which
provide coded digital representation for the requisite teaffic activities. The absoacted data siered an
floppy disks in the form of digital computer files. These [es processed wsinp computer programes
developed for this porpose to abstract the pecessary nfrmation Tnm 1he orw datg,

Among the oblained trathie information are vehacle data classified according to the type of fuel used
intn two classes. The fest class is pasoline powered velicles which consisted of taxis and private
cars covering dilfcrent model vear. engine condition and size, gpe of fuel injection system, awrnher
of cylinders. These data observed under different ambien! air wmperatures. The second class 1s the
diesel-posvered vehicles, which consists maimly of ruek lype vehicles,

Fullowing e procuessing stage. {he obtxined duta presented and analyvzed statistically to evaluate
the relationship between drover behaviowr and vehicle excess of CO emission, Among, (e driver
hehaviours studied 5 queuing driver behaviour, which showiel reasonobly good rclationship with
{hi excess OO cmssions.

The results of this study are uscful for the Local Authoritées, traffic engioeers and fransporlslion
planners. This is hecause, the obtained results assist i lhe adeplion of suitable method of
miersection conleol [or the purpose of reduction of £0 cmissions and hence, medyce leve] of this
type of air pollution.
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KEY WORDS
tnpacl of tmaffic movement at imtersections on covironment, effect of e movement at
intersecitons on air pollion. CO cmission as a rese!t ol 1raflic a1 infersections.

INTROTHUCTEON

Alr pedlutiomn is a new st of air pellutants which resule from meobile, tndustrial, and domestic wses in
urbian socielwour usc of epergy) (Al-Jams (19971, The usc of vehicles as tede of iransportation
infreduced o preat service for the humanily, It played a major rale in the develepment of the
economical; politicul, and social aspects of the human [ife, However, the incresse o the use of
vehivle aulomobile resubted in problemns Lo (he humanity. ‘Uhe vebicular cmissions are one of {he
major dangers facing the humen being life, especially in comeested wrban areas.

T provide an nsight into the increase in dependency on velicle use. consider the statistics
reparding lhe growth in vehicle number over the years. Table (L), provides statistics for the number
of repistered vehicles over the period 1980-1993 in some of the warld countrics. The data ray
suggest at Iragq has ene of highest oumber of vehicles in comparison with the other countlbes
appeared in the Lable (1) The implicadion for this growth is inercase Tt fuel consumplion. This is
indicaped by examinulien of the data presenied in Table (23 which shows compurison botween fus|
conautied tn iransportation for the year 1989, The presented data indicates thas fraq ranked as the
Ibard conniry 1o fuel consumpticon for transportalion purposes.
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Table {1}, The prowth in nmnber af vehicles (*1 (HIDY 0 some of the ES0CWA pountries
(AL-Anatie 997

Yeaar

Labke (2}, Some ESCWA countrics ranked aeourding to the fusl cogsomed in transporlulion @ the
end ol the voar 1982 {Al-Ananic 1997)

_ Coumiry _Fmed copsumed Toe'i )
[Aimor : LR5.0)
UAE 1 1538
Irmg 4.5
| Jkary 1422 .
Liasabumrg 152.2
Sordem ) 1172
LisA 425
TH 7
EEC A%
Besl ol the wacld 619

At present luct consumplion s one of the serious problems Taeing traffic and covironrental
enginecty, and eansparlation plannees from the standpoind of the amoust of air poidlutants, which
tesull from dhe opemtions of talTic movements. This is becawse of the apreed world wide
regquiremen: that certain standards for (4} and other exluwst pases cogeenimtions be el
(Mateares (1988)) to minimize the hacnii] effect of these chemicals on haman life,

The most mportant pollutant pases present in the aic of the world s cilies, namely, selfur dioxide
(50;), nitrogen oxides (NCY or NOL) carbon monoxide (U, and von-methare hpdrocarbons
(NMIICY). Natural squeees (exception of voleanees) emissions dv ot flucteate [om YCAT $0 W,
an's inade emnissions, are sicadily increasing us populativn and industoy expand (Al-Tamr (1997}
cor OO Lhe figures are 1970- 700, T979- 20%, Thus vehicle UL ermissions have heen LECTCRF Y, &5
2 prupertion of wisl crmissiens, and they have alws been increasing in absolute erm's., Tpival
paseous oxhaust emivsion contents are [listed in Txble £3), for gasoline and dieswe] enpines. Eabaas
CO gmission arises as a result of invomplere combustion. [ s difficult e achieye coimplels
oxidation in practice 3o, instead of the products been sim Ply waler and (k. there ane other products
(Case [DE2Y

Table {3), Typical exlmost cmissions lor pasoline and dicse] enpines {Sarmnara {1907

Emissions Casuling cli-gimj:rf vl ﬁiun:_lﬂgiutﬁ Yaval |
0 4 il
: HC Go3-tund | s doeR
L, ' 8.8 - 1006 Q1% aga
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Of all vehicle types, pewrol-ngioe curs allmeted morc attention i celotion e emission siedics and
contrel. The reason is, car mmibers more numengus and pollulant than diesel-engine vehicles. o
addition car used for personal mobility casicsl t contral in eomparison with the wiher ypes of he
exisling lolal vehicle fleet sector. This arpamenl suggest thet waffic cngineers has roorm fur
mancuver and should noe base their evauation only on measures such as tratfic accident reduction
ard vehicle, congeslion, delay, number of siops, and speed. The enviroomenlal impaet issue resuli
Iy vehacle movement showld also addressed and considered a5 3 measwre of effectivensss of
particular importance whea design andfor fmpoove urban and nwal traffic netwerk operations,

To conchude the above arpurnent, the presented data and discussion sugpest that, there is necd for
vontrol and regulations to restrain the inereusing domand for car ownership and fuel consemplion
Tor the purpuse of [mosportation,

LITERATURE REVIEW

The Havmful Llfeet of Trunsport Generated Co Follutant

Man inhales about 7300 Hiers ol wir cach day, so lunps and cespirutony sysiem is in direct contact
wilh whatever harmlul substances present 1o the ae. {onlinugus cxposure 12 low levels could basve
biarmdul phoysiological effects on buman heings, whereas short exposure to hiph levels of OO can be
tethal (Singh e ul{15900. A¢ sufficiently high concentrations CO can be fatal to hwmans. 1t
ugpTavales cardiovasenlar diseases and may impair psychomotor functions: (e.g. naclion time, depth
perception, sod peripherat vision).

The adverse health effecks ol OO ane cavsed by its ability w rsduced the quantity of exsypen (07)
that iz delivered Lo the tissues by the blood and possibly 10 iohibil the utilization of €J; withia the
tissues. 00 cembines with the hemeglobin of the blood 1o form carboxy-hemoglobin, |herehby
displacing On from the hermoglebin molecule und reducing the blood s ability W carry O It alsa
inhibits O that is bound to heraoglobin [rom buing released o the tissoes (Matzoros [195%)).

In addrion 1w that, {0 is ene pollutant which praduces o change in buman physioloey that can be
direcily related o concentrations which the subject was exposed; blowl carboxy-hemogiobin
(COHb) can be predicied (rom atmospheric €0 concentrution. CO primarily affects the
cardicvasculur and central nervous system. Novan couse or contrbute 0 severe cardiovascular
damage or sadden death to individuals with arlerioselerotic diseases. s potentisl offects an e
cendtal nervous system include chanpes in vigilance, sensory function and psychomelor lunction.
The main significance of those nervous system eflects is that they oecur 2l or near carboxy-
hestigglobin concentrations that can be expedenced by drivers i heavy LT, Henec, there is a
pussibility hat it impairs driving ahility agd, therchy, conteibules to the occurrence ol 1milic
accidents. Fhe climicad siodics conducted, however, bavie Toeand contradictocy resolts, so that the
_extent to which COF exposwre may impair driving abilitics is still not clear (Maizotos (1988}

Dreuth oceurs in humans exposed Lo conuenttaiions aroand 1000 ppm corresponding o blood levels
of 60% b, irapaired blood function may oveur af moch lower tevels botween 10 1o 20%.
Reasunable comelation botween daily emoradity levels and 0, in uddition heart fonetion hus been
shiwn to be aitered by elevated COHb, breanse 00 blacks the Lrnsport of € in the bload streat.

'Eﬂn:lpllriamn pf CO Sources
It i3 estimated thal metor vchicles contdbule approxinmately 55% of the total antheorspemnic

emissions in U8 ¢ities, Even in cities like Dethi, vehicular trafTic is .':rlgmi_LHIﬂ seures of OO, The
urban arca of Delin has a hiph pellution potential doring winter cspectally during Naveniber to
January. In the UK. the transporl in general aceaunts Tor over J0% ol Lotul €0 emiszions and over
0% of CLl. and roadd iranspen accounts for 99%% af C0 (Singh er. al {19947
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Sigmal Control Intersections wed the incrense in Vehicular £0 Emissions
The use of mallic siroals a1 road mtersections cootrols vehicle movements by allocating dime
intervals during which separate terflic demands make ose of the avallable road spsec. Sipnad
equaprienl mod conlrol leehnigques have cvolved to cope with wide range of intersection layouts and
vomplex rathic demands- including pedestrians conssing.
Onc characternstic of the tansport pollutant emissiorns ol major mletest W raffic munagers, s \he
fact 1hwt they ure very much imflucneed by the operating mode of the engine. this, in simple terms,
means thal a vehicle emits differene quantities o pollulanis per umil ime or dislanee, when i
serelerules, decclertes, idies or couses at a steady specd. Matzoros (P8R} mentinned it is widely
teported in the fiteratore thad intesrupred 1railie [ow produces more polfulivn than ey moving
trallie low, Ths ts the case of taflic flow at junctions in pencral and sipnalized interscetions in
particular.
ih a namber of papers, Patterson and Meyer {1975} hays javestigated the use of milic gquoning
models ot sippabized niersoelims 1w oan allempt t cstimate \he nor-constant cinission profiles
causcd by stop-and-go traffic at the stop line. Althowsh schject to the Tzpitations described below,
"atterson’s work mdicates that the guewing process is a coplows sonce of CO wear the stop line.
Thas, most OO will be emitzed ncar the stop tine while automahiles are stopped For @ med light. The
result is that the emissions profile will he sharply peaked xt the slop line and {4l off rapidly 1oward
mael-blek, leading, wander most wind conditions, to a similar ron-woilvnmily o polisiion jevels
berween stop line and mid-hlock.
There ars, however, some limilalions in Palerson's approach. The guening model considered
agswng cither constant or uniformly distributed aerivals we 2ond deparlures Irom the queue, These
assumptons are ofien viclated bn the field Vxamples igelade deht wm on red unprotected left
tums, pedasitian blochages of lefl-ue cghl-orning iraffic. buscs dwelling at near-side bas stop, wnd
pluloons amivals. The inclusion of such cffocis cequires uuch mure comprehensive mode] as
repoited by Mataoros (1988,
Clageelt ol al. (1288), measured CO, trathe and metsurclogy during a siv week period near a
signalized intersection al an urlerial mlersection in Melrose park, Yinois, o suburban of Chicagn.
Airvhient air sumples were goliocted 1 the quene, aceeterulionddecelention and mid-block cruise
zomes. Messured concentrations were hiphest 11 the woae o) trallic guene and lowasst al mid bhock,
The data indicates that OO concentration stuy be bipher al urban intersection than the near freewuys
that have 2.3 times higher traffic voluwmes.
Matzoros {1988 develdped a computer meklel 1o tackle the problem ol iransport air pollution from
wchan networks, I conststs of quening, emission and Jispersion models and takes vehicle-operting
moddea (accolerating, decelerating, and Wling and constant speed) and their vagable cmission rates
bl accounl The medel was applicd under varying conslitions amld i was found that, 06O emissions
andd conceniratien distributions show the highesl spatiul varistion than other pollutans.
Lec (1983), used the TEXAS-II medel in senes of designated experiments to obtain quantitative
catimates of the elfecls of varows waffic and intersection Fclors on emissions, fuel consymplion.
wllie delays and quoue lengths.
The TEXAS-I model was nsed 1o estimate, with respect o 1imy and location, the source ol (O,
BT and MO, emissions as well as the amowt of el consumed by individuadly charcterized
velicles as they pass through an mterscction enviconment which can be deseribed aceuratcly
terms of ils seametric features, traffic conuod and lriTic siream characternistics. e coneluded that:
1- Additional emissions and foel consuwoplion reselt from ioterropted fmathic flow on the
tnferseelion legs and in the interseetion proper, a5 compared wilh uninterrupted flow.
1- hmprovements in mecsecion geomelry and eaftic signal operation geoecslly redues oxcess
emestons and {ucl consumption more on the inbound Intersection lanes than in the intersection
praper o oo the catbound lanes.
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3- For the practicu]l nmgs of evele times and trafiic volumes wed in the experiment, [onper cvele
times cpuse more crussions and fuel consumplion on the inbound lanes bt less in the
mLerseolion proper.

DATA COLLECTION

The selecton of inlerseetions for the purpose of this study is critival. us there are varoeus conditions
fe.g. geometry, iraffic and timing} which Jirecty atfoet the local waffic operation. 1o order 1o fulfil
the ohjectives of the data collection, it was necessary t colleet statistically sufficient and
reproseolalive data, which showld reptesent o range of vehicle flow, sipnal tuning, and intersection
geanmetry and vehicle et ssions,

T achieve the above objeclives, it was neceszary to colleat data shout divers’ behavior during the
vanous aspects of the signal eycle wnul the hours of the day ar different intersection iocations and
eeometnie. Thix is (o allow for the impact of these parameters on driver behavior o be gbserved. It
was also neccseary (0 eoltec! date aboul Lhe lailpipe cmissions of different tvpes of vehicles
(dicsel and powrol and private and taxi} for dillerent transicnt modes (idling, acceleration and
doceleration}. The ohserved] data may be summanized as below:

1- Webngle dala

2-  Sigmaul data

3- Intersection and eoamd luypout data

d- Tatlpipe emissivn datn

Four iolemscettons, which aatisfied the requiternents of this study and representing u range of
locational, vehicle and signal timings on Kurdistan ving road i the cily of Eobil. were sclected.
Traffic at the selecied interscetions was controlled by uncourdinuled fixed time signal plans. At the
abserved interscetions thers was no sipoal conlool on right twm taMie mwovemenl. Table (4)
presents some of the main trafhe and geomenic characteristics of the {our seleeted intersections.

Table (4} The main tratfic and peometric features observed at the sclected sites
Iterm I Ivacripting .
Roadway system  Twir-wuy sl reed
Typc of traffic contral Predlimed contral
Otweryved ruoge vl cycle time = T — B secords

percenlape of buges 0% - 13 percend
percentage of trucks 595 peresat

Condibon of p:w:mcm mArking : Mo markiog
Lnd: pereent

The data colloetton made duriag dhe penoed 7:30 AM to 8230 AM. This is beeause the ohsared
levels of waffic activities doring (e moming peak pericsls produce datn, which s stetistically
medaningfll. In addition to that, the data eollected in sessions of orechuur durtion [or each
mlerseclivon 1o days of good weather conditions during the spring of the vear 1999

The video recorded daty wore as listed below:

- Signal Gming data.

2- Wehaele arrival daea.

3-  Vrehicle departers data.

4-  Incidents that could allect the ohserved jisted as abave duta.

Lane and approach widths were messured mannally uing 1ape mcasurenient at the slop line of each
approach 10 oblain the accurate width. While rhe sipnal phasing was obtained vsing a stopwatch o
reasure Lme duration of the phases ol sike when it was not possible w get these information om
the video moeording.
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[Bata sbsiractions were based on sewsions of 30aninute periods of recorded duta. When the
videotape was repluved for 4 period of data abstraction, the sound sipnal was used as a reference
poinl lor all daea set=. This sound technigue 15 useful and essenlial 1o ensure that az long az there is
need to geplay he recording of one session 1o abstreet all the required data, the abstraction process
start and finish al dhe sane peinly in time. The recorded data were abstmacted using software
develyped i persenal computer.

The data absiraction process i3 madinly achieved with the aid of a computer program opmed EVERT
developed by Al-MNeami (2000}, The program was develnped osing C-language, The acouracy of the
absmacted traffic duly wsing (his program is about b 1o §.01 second.

Using e developed compuier prograngs the ubstracted data from EYENT liles were processed.
These prog: 1ms caleudate the piven below waffic parameters:

1- The fitne headway bohween successive arriving vehicles.

Z- The time headway belwesn suseessive departing vehicles in guene,

3- “The travel time for successive depantng, vehicles in queue.

4- Satwration fiow data were culeulalet by taking the reciprocal of the averape headway.

5- LCalcolames the frequeney distabuion of the video ohserved departure and arrival headswayes

t- The sverage video observed delay of an approach,

7- Thurlien of video observed data sessian,

8- Vehicle armival and deparure flow,

Remark

Il shoulkt be noted that not alt listed as abuve duln used in this paper.

The link speeds daa dur the links between the sumvewed inlerscotions were messioed by
obsctrvations made from a1 moving vehicle during the moming peaks. This is berause this methed s
efficient und practical, and is panticularly suitable when a general evaleulion of traffic conditions on
u nelwork of streets required (MeShaoe and Hocas (198907),

The observers in the test ¢ar made a number of lest nums (at leas: 6) tor each link and they roenrd
their joormey lirecs, count ofposing (rallic, and keep a tally of overlaking and overtaken vehjoles,
From these observations, the meon speeds and nembers of vehicles passing alung o street can be
obtained for all classes of selevied vehicles.

The vehicle cmission data were collecled using ANALYTICAL MOBILE GASEOQUS EMISSION
CART I 8334, The aheerved samples weore 100 diesel engine buses and Liucks, and &30 gasaline
cars  were  Lesled  at ambiont teopurmure between 20 - 23 °C for transient  modcs
{1dlng, sccelerating and deceleraling), Most of the vebicles were at eold st situnlion.

In this research, the inlention was to produce lypical emission values [or the cxisting vebicle tralfic
compasicern in Lrhil City. Theretore, the obowereed vehicles wers mosty of meodels in (he ranee of
1975-1990, with kilometers traveled hetween (H00M and 400000 km at the time period of surveva.
A fzw ulder models with higher milvagy wehicles also included in the survey for the ohserved daty
100 be reprosentative.

PRESENTATHON AND ANALYSINS OF OBSERVED DATA

The abstraual data were analyred slaistically. The stulistical analysis performed using SPHS
statistical package. The waffic parwmelers analyzed are these of deiver buelhaviowr which inatially
afsumed Lo have an effect on anwanl af car exhaust emission.

Dbserved vinissivns ratc data

The idle vehicle emission data obtained by direet measueement of OO and TIC emission from the
vebicle exbuust, Emission data for ewher modes of vehicle operation obained from the conducied
surveys of moving car methed. Achieved results of duly collection of the observed varfous muodes of
vehicle operation presentsl iz Table {5).
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The idle wehicle cmissions data, wsed in ibe unalvsis of the effect ol drver perceplion-reaction
betaviour on air poliuton w the onset of green for vehicles. Emission data for dynamic mwde of
vehicle operation used in the analysis of deiver behaviour during intecgreen periods in relation to air
roflution and in the development uf cmission madels for vehicle gueue and delav. Fxamination of -
the presented dwn indicates that on average. kimemstics and dwmareic modes of operation of
aasoline enyine vehicles have the highest 0O gad HC cmission rates.

Tablc (3), Observed CO and HC ennission data

€0 & HC Emissions {* 107 gleer’y

Opeetuting - -
hicd
ngale . Garoline vehicles Diesel Vebicles
Taxi Cars Trivale Lars Average

€0 | HC [ €0 | uc | co | HC |
3|15 | 387 50| 68 | 1

Cruise

132 kphy _.
Doceleration

7 142 A

(5003 bph = 3 [ AR

idh 17 e el 1328 168 i

Acvebculipn ; =
"10-70) Lgh o] 1 1378 | 857

* FOR ALL OTERATIM{ MODES

Observed Effect of Brriver Bebavionr on Vehicular OO Emissions

Urivey siarting delay time behavigur
Driver slarting delay defined as |be time lag between the starl of green indication for stopped

veucles and the movement of first wehicle in gueue, This time lap depends primartly o waitiog
driver pergeplion -- reaction time. ‘I'eble (6, provides a summary for the resublts gl the descriptive
statizlical analysis peelormed. The obscrved da cuvers the behaviour of 1986 driver. [he
prescoted statistics indicates the existence of substantia! difference in perception-resclion lines
ameng the ohserved drivers as may be itlferred from the roge of the data,

The ohtained data presented graphically in Fig.(1). This Figare is a scatter plut wsed to cxantine the
refation between starting debay and Lhe excess vehicalur £ cmissions. The preserted data susggest
that a5 the starting Jeluy increasc the exeess vehicolar 0 emission increase. This trend may bc
attributend [or fwo reasons. ‘Uhe fiest is that the perception vomponent of the starling delay time
imeregzes the idling tiree of the vehicle engine and henee, e C4F emission. The second resson
ateributed 6o the reaction — action time component of the starting defay behaviour. '

Tauble
Samplbe sioe Mlimimum
1985 ! 212

(&), Resulis of descriplive statistical analysis ol the obscerved staring delay bebasiour

|

Muximum Meun Standard :lrvint'mn |
L | 1.14

Frunimy; s tme intervel the driver chanpe his vehicle state from kinematics 10 moving condilion 1o
crows Lhe stop-line. This hus the implication of incrcase the excess OO cruission as o wesuft of te
dilference in time between the lwo medes of vehicle condition of uting and muoviog il constant
speed before passing over the stop line.
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Fig. {1}, El¥ecl af phserved mean driver starting defay behuviour on excess {20 emission

Based on the abeve obtained result and aogument, 18 35 Jecided 10 examine the distoibation of
ohserved drivers starting delay bebaviour. The obtzined distttbulion presented in Figd2), in the
form ol 4 standardieed frequency polyizon.
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Fig (2} Observed standardized frequency distobution of dnver startiaz detay bebaviour

‘The shape of the frequency polygon supgeests that the abserved driver lehaviour skewed to the right.
Thix indicates that the majority of dorvers luve starting delsy Uimes grevler Than the observed nean
value nf 2,13 seconds. This eonclusion i3 consistent with the ohsemved tanpe of sturling delay valoes
presentes] i Table-6-. Nowewer, it shoudd be noted that driver behaviour 15 mod the ooly faclor
which. contnbute w the menn storling delay valoe. Type of vehicle has also an effect on starting
delay valoe, An indication o this can be Jound by cxannmation of the data presentod in Table (7
below. The presentcd dala ndicate thet pussenger var sk ruek-trailer tepe of vebicles have the
Lowest angd haghest mean staring delay of 1.4%2 and 3,953 seconds respectively. The reasen tor this
substantial difference 1s attributed e the vadation in kinematics chaacmerstics hensvesn vahicles,

Lable () Dbserved mean starling delaey vabwes [or dilferent lypes of vehicles

___Mean starting delay

Orlserved samphe sizc

2,174

053

| .ea2

LdaT

3.0003

£t

3185

3%

1.0%%

41

Tracior
Tatal

ER ]

.20

= L4

-
1

b




. - STUDY OF TIEE FEFECT OF VEHCLE IMUVER BEHAYIOLR |
o A R e M AL AR O VEHIULE EMISEIONS OF CARBUN MONOXTRE AT |
= u : : .. __SIGNALIZED INTERSECTIONS

Average virchicle gueue lungih

The number of vehicles waning at the commencement of proen 15 msually relemed o as vehicle
guene length, This neanber depends on 1raffic fagters such as vehicle arvival flow, saturation flow,
phasing, cycle time and duration of red indication, The ume required for vohicle queis o discharge
has a substantial effect on the excess vehicular OO} emissions. The increase in queve length can
chuse an Luetense Inoexeess veldoulwr OO emizsion. An indication o this cun be {owmt by
cxamination of the data presented w Fig. (3).
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Fig. {d), Eflecl of avermpe vehicle gucuc length on excess U0 emissions

This i5 attrabuled Lo two magor reasons, sy, @n increase m the queue length means increase in
e number of COF cmitters. and henee, in the amauet of COF g, Secondly, un lnerease Inoguaus
leneth result in an increase in the time cequined Jor vehivles e dissipate during green. This has the
imiplicatiom ot ircrewse CO emivsions while queuing vehicles are o idle, kinematics and dynamic
riples of movement.

Bv conlrasl, vehicle quenc length can result in decrease in vehicle discharge headway with the
incrcase in vehicle position in queue. An mdication 10 (his wan be found by observing the daa
presented in Table (). As a consequence of thiz driver behasivur, i 3y possible o arpue that
vehicle COF emission decrease with the incresse o velicie quove lenpth. This devrease in vehicle
diveharge hoadway with the inercase i vehicle position o gueve can be aiidbuted 1o the decrease in
driver perception-reaction time. This decreuse can result from the possible bmpaut ol quewing lime
oty driver.

However, the eesullant effect o vehicle gqueae Tength iz that OO emission increase with the incrcase
in the average yusne lenglh,

Tahle (®

F

Liftect of velicle posiion in queue on vehicle discharges headwa

Vehicle 3 4 5 ] 7 ) g
pusilvn in
iU
Discharge 2.53 215 2.3% 203
henidway
Tl

I*treent Stopped Vehicles

As the percent slopped vebicles increwses the excess velucular OO emission ubso increase. This is
clear in Fig.(4), which iz & scatter plot of percent stopped vehicles und the excess velicular €O

30
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emissions. 1he reason may be attributed for fact that as the percant stopped vehicles mercases the
idling, acceleraling and decelerating times ingtesese yruf the constant speed time decrease. Hetce,
the dilference i OO emission mtes between these modes namely the sxcess (0O emission inorease
with the increass i percent stopped velicles

E
g
£ L
:‘!Iu. -
b= L
X L
] -
-g 11 - @
- -

A _ -
E &

| L]
A *

- = T T T T L] T ¥ 1

a1 =0 e 3 i 3 e

M serv ol Mo sag Pl welie e

Fip.(4), Effoct of poreent stopped vehicles em vehicle excess OO emissions

Driver end Iost Lime

The umber sigosl indicstion period ollow 1he preen sipmal used to provide the deiver with a safe
transition mtervat before the sigoal change inty red, Therefore doverns amiving duning his interval
Lace the silumion of cithwr, decelemite fo slop the vehicle before the stop-liee or continuc movement
and sceclerate if noccssary to cross the interssctien arca befons the conencement ol the red signal.
The choice of the proper action can vary between drivers. The end las vme delined ax the wmoseld
porticn of the amber interval resull feom the behaviour al those divers who choose o slop during
umber,

The effect of end lost time oo vehicular 0 cmissien s stimilar (o that deseobed for the etfect of
vohcle starbing delay. thatl s OO emission noctcasc with the increase movehicle end sl Lme.
Incicanion to this trend can e found by examination of the dara presended in FigdS). This trend in
the data can he attriluted for reasgns sicilar b that deseribed s gbove in the section of elfect of
driver star Jost Taroe on exeess U0 cmissions,

Al

FreeC 0 emiscicp, i« cyxhed
*
L}

i 0 L o ]
el mnd kst Hme Mecs -

Fiz [5), {brerved effect of driver behaviour during amber on OO cmissions
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T —— N CT0 T T T STURY GE THE EFFECT OF YENKLE DEIVER BEHAVIOUR
g N VEINCLE EMISSEONS OF CARBON MONOXIDE AT
i o RIGNALIZEI INTERSECTIOING

Itiver behaviour duting amber is furdwr examined by observation of the efTect ol time sinee slurl
of amber on drver decision. Resull of lhe statisticn] analysis made presented praphically in
FIg. (6], in the form ol 2 standardized frequency polypon. The presented data indecate that the
magenly of the obscrved drivers pass over the stop-line when they aroive during the liest 1.5 seconds-
tollowing the start of amber. Elowever, this bebuviour vary wilh the ype of vehicle obscrved, An
indication to this varmtion can be secn by vxumination of the data presented in Table (93,

Table {9} {bserved variation ol amber mean 1ime used by viehicles with type of vehicle

] . Type o vehich: “Mean time used by vehicles skmce stari E_r;én_r;_l_:"t_l: ;
Passenpger car
Small truck

M. bus

MNormal huws

ubserved drivers pass over the stop-line when they artive during the [irst hall of the winber periodl.
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Tag. 000, Varition of cxecss O emissions with 1he oseed dme by vehicles sinee stuet ol amber

Concludiby memarks

The chlained results of this research work swmmamzed as below:

I-  Transicnt modes have subsantial efleet vn CO emission rates, wilh decelerating mode having
the highest CO vmission rate, This conclusion 3% in agreement with that reported by fhe
[resented [loTalure,

- ssoline powcred vehicles emit higher percentapes of OO endssions 1han diese] powered
wehicles.

3- The oblained emission mtes are based o the observed driver behaviours and vehicks tepes, Tt s
rather upliks]y that different vebicle compositions would produce il resulgs,

4-  High dover precipitation-reaclivn lime walies, can result mi o increase 1o vehicle cxeess ()
CITIEZZION TAICE,
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5 Wehick: averape queve length has s considerahle effect oo vehicle exceess CO yrmissions, which
increases with the increass Inoaverpe qoese Tlenpth,

6- Improve vehicle movement doring amber perind can resslt in reduction in the excess O
ercrisalemes iF salely can he maintaned 5
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APPLICATION OF DECISION SUPPORT SYSTEM
IN CONSTRUCTION PROJECTS
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Liniversity af Tiaphdad

ADSTRACT

This work *r concermst will introducing now methods and techiigues for the projecls management
in comstroction industey, This rescarch suppest that the Tragi enginecring staff, who waork o
vonstiuclion scctor, have a pooe knowledge about the subject of Thectsion Suppurl System (D.5.5.]
m spite of that 1his subject have a wide uses in construcien companics in e world. S50 the
reseurcher presents this stedy to intreduce undl o imcrcese the knowledpe abont the concepr of
Diceision Support Systead,

‘Iz research corset ol the guestionoaire process for ceustryclion crmpanics, then the research use
the questicnnuite Tesults in building a proposed Doecision Support Systent, also the guestionnuin
pracess indicate the relation between the decision siruciure and the orpanivationl Jevels,

The resulls obtained from the gquestivnnaine progess shows that there is & requirement for Decision
Bupport System in cost conired decisions suppoert. No the researcher build a Deciston Support
System Eor cost control process which can be used by the planner and estimator for different brpes
of projects. The researcher ulsy applics and evaluates the propesed system in some Iragi
CODRSTICHON COMm pranias,

Lhe application and evaluation proress recommended the nesls Tor applying the Decision Supporl
system for project manzgement in constretion compries.
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APPLICATION OF BECISION SUPPORT 5YSTEM
5. L Huzsouni ond A, M. ¥Maljol IN CONSTRULCTION PROAJEL TS
s, Rl LRE 1N {O8RT MANGEMERNT

KIL'Y WORDS

idevision support sysiem, Projeot management, Cest gontrol. Decision stucture and Orpanization
lewel

INTRODECTION

When ever u decision is made, one of the nropoesed alemalives is chosen, Future activity fusizied an
the chosen alternative wses time, moncy and other fsource, and cxclades any effons on the
alternatives rejeeled. Thus, if a poor choice wos made and  Jater decidd to rovise the decigion, atl
ihe inlervening Uume is Jost and expenditure arc, for the most partivs. Ths all decisions cormnit Lhe
decision makers and other parties related for torther ciforts to cake betier decisions,

Successlul project management depends an the dbility to make aood decistons, The ability to ke
good decisiens depemds op the avaitability of timely, accuene, and erganized information in he
right forenal i the rpht time. To handle such tusk, project managers, should vse 3 proper planning
und management aystem, Ooe of these systoms which has received vonsiderable adention in e
recent yoars is e Decision Support Systcm.

1o spile of Lhat construction industry foumled and developed froum Dwvsanads of vears, but it s still
Yess organized and coatrolied s compare with other industries (¢.g, Manufacture industries). Also
constrction industry consists a Lot of decision making with imeenaintics sinations.

To work n such environment and to incresse the projeet erpanization and contenl, in constooction
industry, many rescarchers working i the construction management ield began highlighting new
techniques mod methods te achieve this tanger,

From this starl point the idea of makiog this stwdy have been ervstalfived to show Decision Suppert
System 43 3 modern method wsed in project planping and vontrol, also, to show its busic cupneepts,
ter tdentily its Lypes, 1o find arcas in project reunsgement working with Decision Support Systom.
Phen, this shuly derives resnits and reconsmendations that develop and support this method in
Project manapemant.

DEFINITEON OF DBECISION S1PPORT SYSTEM

Execigion Support System can be defined ux “An organized colleclion of people, procedure, soflware,
datahase and deviees used 1o provides support in three main calegorics: data collection, aoulysis of
models and presentation o help in making decisions™ {(Post amd Anderson 200t Staie and Genrgy
1997

DECTMON SUPTORT SYSTEM OBJECTIVES

There are six major objectives of TUS.S, whicl are (Lurban | 988).

1- D055 assists maoaygers in their decision processes in semi-structieed (or upstitactured) tasks.

2- DnE.S support rather then replace managerial judgment.

3. 5.5 improve the cfleetiveness of the decisions, not the efliviency with which decisions are
neing made.

-1t Inerrporales dala and models, as well as, other analytical technigues.

51t foces on features that make (hem casy to use by nan-technical users in interactive mode.

&-It cinphasize Mexibifily and wluptability to make veeommodate chanzes in 1he environment and
ieeision making appeoach of Lhe user,

TYPES OF DECISION SUPPORT SYSTEM
These are seven type of LSS as [ollews (Mallach 20005,
1-File drawer systams: -
Allow inmediale aceess lo dats itoms.
2-Thuly unalysls swstems: -

1S
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Allow e manipulation of data by means of uperators ailored to the tusk and sclting o opetates
wl

weieTal nature,
3-Anzlysis infomaton systems: -
Provide meecss to a series ol dalsbase and small mudels.

4-Accounting modols; -

Caleudale fhe consequences of planned actions on the busis ol scoounting deflnitions.
J-Prepresentational modets: -

Estimate the consequences of action on the basis of models thal are pantially non definitional.
&-Cplimization systems: -

Frovide guidelines for action by generpling the optimal solotion consistent with a sel of
Ghrslrams,
F-Suggestion syslems: -

Perlorn mechanical waork leading oy specific suggested decision for a Tairly stuetured sk

The first three types ure datsa-vricnted while the cermuining [our types are model- vrenled a3 shown
in Fig. (1)

Top Supggestion Nystoms * |
Optimization System Maodel: Oriotsed

Reprasentational Models

- Aceounting Modeds -—
Analysis Informatiog Sysiem L
Dala Analysis Systens Jate-Oriented
Thottom File I3 awee Sysdoms
o

Fig £F) The seven tvpes of devision support systern {Mallach 2007y

THE QUESTIONNATRE PROCESS

The questionnaire fumm is desipned for the processes in project mansgement and to achieve thiy
poal the researcher employed the processes included in the Spevification of the Inlemational
Organization of Stundardization (1500 10006) down the title “Cuality managemen| -Guideline to
quality in project management™, becawse this specification invalves all the provesses and activities
im proiect management.

There main two tarpels of the questionnhaine process is to iovesligate the process 10 projoct

mianagement 1hat requires @ D55 w0 help in dealing with its Jecision. and indicate the relation
beiween the deolston stouctune and O orgunizational level.

THE RESEARCH SAMPLE

The research sample represents e major {actor that the gueslionnaire success depends on the
success ol selecting them. The reseurch sample ropresents the ool that 12lls ws the inlformation we
need] from the ficld of engineering work. The msearch samnple consists of tndividuals working in
lour engineening flelds (planning and  scheduling. estimaling and  priciog, designing  and
construclion], beeause many decision appear in Lhese field in construclinn projects.

T
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The fesearch sample involves (239 individuals who working in construction vompantcs and have
expenience in the eng'neering frelds listing above. The nesults of the questionmuire PrOCESS Ofe a4
shown i Table (1) theowgh Table (E1) betow,

Table {11
"~ Process Impnrtﬂn Tup Middle '_{'Jpera
FTLNARCTIC L TR TR L g 1§ nlanagctent |

Strategic AAE=1at | 2525= (005,

Interdvpendency management 24/25=065 V254
Seepe related 1825 7294 FAA=TRYG !

Time related 5525 30t 2025 RO T |
Cost refated 1895=T0% | 6/25=24% 10 Z5=T6Y |
| Roosouron related 225 8% | 125-a% | 24TE-oew
[ Persanal ndaied : T2i-8% | 23725 Ul%
Comrounication related ) 23=17% 2225=R1%
i:-pl:rrul:innaj
{Risk relatcd 1425=4% | 2015=6% 222588 | 1723 4%
: Purchasing related - 33057037 2725=R¥,

Process

Table (2} The Strateyic Process

Som =slrucipre]

Lin-strcteee]

H2E=T

Table {3} The Interdependency Progess,

Importance

Siuctured

Sem-stuctured

[ 20/25=80%

U-smln:td

Project  initiafion  and  plan

development

THZE--ThY

2025 -801%%

5725=120"%

Infercton management

TS 240,

TR/ =T20

1075 4ng

j Change  und confl guration

Hi25=24%,

FrAh=284%

|8/ 25=T2%

ST LT T

&5

325=12%
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Table (4) The Besource Relaled Provess.

Process

r Impodance )

. Structared Sermd-stroclueed

Resuuros plammin E

f UIZ5—35%

Respurce conctol

 16/25=64%

Jowrnal of Engineering

1. m-struengresd

475 16% | 21/25=54b;,

1®25=Ta% | 4725 16%

Tuble (5) The Svope Kelaled Procoss.

Mrocesy

Importance

[ Structured

Semi-girpeiured

Concept devetopment

1 435164

i SFEs=20%

PSRl

Un-struciured ]

DE=RO0G

Seope development and control

Ni35-330

Activity definition

4755 16%

Activity O nilow]

17/25 63%

LI 68%  §

YIs=i0% | 2aoas=amny

2125=8d4%

Fable (6} The Tone Relaled Process.

| Progess

| Irnp{:e

Serm-siruslured

Aciivily dependency planning

025 24

425-16%

LUn-siruiared

L2 5=

 DJuration cstination

LS 4%

Schedule developiment

Sehwslule conlrol

fu 25=24%,

HIF BN

W25=30% s JELRRE

18i75=722

[3723=T2%

25=14%

Table {73 The Cozt Kelated Process

]'I'I'I]'!l[!ﬂ}-]]'ll.‘.l;‘.

Structured Emni-xruclurcd

1fIs=47

Ln-structured

| o5t estimaticon

| 2/25=a8%,

I ;
AL25=84%

Budgeting

47 25=16%

2/25-55 23025=0720

Cordl eontey

¢ 13i25=52%

125 4% 225=88%

Table (#) The Pemsonal Eelated Process.

Pracess

Ienpuortanse

Stractured F Seni-struciured

CrganiFational ? structon

de it

12 5=0NY,

2M25=%"

Un-stouctured

2532571108}

o

Stalt allocalion process

v 225-B%

52A=10%, ' 225 8a%

Team devepmenl

6252242

L

FAITNEG G 172540
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Table (9] The Commumization Related Operatiun Process.

HNQOICTICe T structured Semi-struchured
} Communication planning s 4% 1 25125=100% -
lnfmmaliu;lmmiugement T zans =T | 3/25=20% | 20v25=R0%
Comymuanication Contrel 1/25=4% 19/25=T6% | 625 24%
B L P
B Importance Structured | Semi-Stroctured Un-stroctured §

Risk iedentilication

325=12%

1 &r25=372%4

{725-6uM

| 1tislc cstimuticon

25=84% 1

325=172%

L 2225=38%

| Risk responsc develaproenc

if25-40

1/25=4%

1//25=72%

A25-=24%

Iﬂ.aﬂce

10/25=04%

Structured

WI5=3n

£125=16%

21/25=34"%

Requircment documsalation

S5

22125=33%

325=12%

} Subcontractor evaluation

215=8%

1725=d%

24/25=06%

23i25=92%

24253

1815-.70%

TUHE QUESTIONNAIRE RESULT
1- That regarding the process o activity that ooeds 2 PSS w0 belp In solving ils prebbem. The
result show that (72%) of the respondents confirmed Lhat the cost: retated process need a 12055,
it dealing with ies deelsions.

5k

1 25=4074

U525 &P

thal regarding the divisions of the process selected (the vosl related). The result shows that a

{8} of Lhe respundents agrecd that the vosl estimation neod a DUS.3., while (529%} of the
respondents apgreed the cost contro] need a DS5 do dealing with is decisions. 3o if's
recommendsd des 2loping a D.3.5. ta belp in making decision [or both cost cstimativn and

vetrel

That regarding the vrgani.ation fevel and for (e groject management provess and the type of

seructure for cach division in the processes the resoit is summarized in Table (12Z) helow, Mos),
of the Tesults agreed with the theorics isted in the review of Literature, (hat's didn’t mean (100%)
of agreemncnt, but mue: than (70%) in most cases, becauge there are many interactions between
lhe processes as well as between the orpanization Jevels. But the main goul of his rezult iz 10
give an indication about the velationship between Lhe orpanizational levels und type of stuctar:

for the processes.

an
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4. [n Table (12) below, there is a mismatch some between processes angd the orgundzatiooad level
perfommed 1t, like w {Bcope refated asd Tine relaled processes). Table {12) indicates dhat these
processes pertormed by Top Management, hut actually, these processes performed by Midd!
Manapement. This may be celated to the inderaction bebween some processes 1 project
management a5 well as between the persons who performed these processes. More of thut thees
is a misunderstanding may happen for the aglhority sad responsibility for sume respomdenis of
1he guesticonaite, sod bal may gives a nusicading answers thet gives incotrect results.

Table (¥2) The Relauonship Belween Lhe Organizational Level and Vype of Stroctute for the

Top

hlumnagoement

Proyect Managenienl Processes,
Levels
Tyvpe Opecrationzl Middle
O structure Managerment Muhagement
*Organirational 7 *Project initistion  and
Structured structure definition projest plan development

* Tcwrn development

|| *Comrmuricylion

*érmource contenl

FRisk comiro]

controd *equirement

' dogumenlxion

*Subcontracting
— T *Raff allocation | *Interaciion managemenl * Activily definition
Semi-struciursd | process *Cast estimation * Activity contral

*Communication *Budgeling * Activity dependency
plariog | *Cest gontrol planning
*Iotonmaticn *Resource planmnyg * Duration cstination

ratagenent

*Risk

development

rEsponse

*Contouel ssonbml

*Rchedule develppment

|
| *schicdule control

Un-stmacty-od

*(hange coliguration
maagernend
*Rixk 1dentification

¥isk estimation
“Purchasing piagning aod
cofim|

#Fhub contractor evaluation

|

*5ira l-l:I_Ii.i.: pru-cgs
*Concept developnent
¥Scope development umld
voniraol
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APFLICATION OF BECISION SUFPONT SYSTFM
5. 1. Racgouqi amd A. M. Mohjob IN CUONSTRUCTION PROJECTS
USE IN CONT MANGEMENT

BUMLDING PROPOSED D.A.5. FOR COST CONTROL PROCESS

According 1o 150 10006- Claws (5.6.3) “Ihe information needed v smsune the Umely release of
funddz should be made pvailable and provided as imput w (he resource control process™ afier reading
this staterment, it can be underdood thal the cost control should provide an information about the
amount of meney reguired in every stage of the project, as well a5, compane the amound of funds
spent vn the projoct i every stage with similar projects impleseented in the past. This comparisom
be available when use the cush low forecasting fur the project. The cash flow will provide cegular
Pavnents.

represenl the cxpenditure of the project, and by making ovse of these dala which had been
documented in the companies {or the projects implemented in (he past, the estimatar o the planner
could compare the amount ot money expend [or constracted project with a simailar tvpe of project,
accomplished in de past, or be could caleulate the required zmowm of money fer the project in the
MEXE [y TIEEL,

(WERVIEW OF THE SYS1EM

The main idea of the system (program) is to collect the data, which represented by Lhe cash flow for
completed projects, and then caleulste the maximum and the minimom percentage of cxpenditure
for the projects with the same 1ype of the required peoject, which represented as a percentage Irom
the: tutal vost, For cxample: if the total cost of y projeet equal to (10000000 1.3} and the cxpenditare
ar (A4 of completion equal W {65000000 LI¥ then the percentage of expenditure ae (T0%} eyl
o] §SOGCUONY L OOMOOR=05%]. This percenlape represents the result of the data lor un project, so
ihe program will repent this  progess on the other data of the projects with the same type
{ for example school projects) and then calculate the snaximum @nd the minimum percentage lor all
project ¢f the same type in the databaze. Fig (2} through Fig (& ) shows the windows tor the
propased system.

ol Pl Syetem - ' S P | =3 [y
[im=ul LaLa

LRCELTTE
Cwuabka Prored

Erk

-

Fig (2) The main windew for the peaposed sysiem.

m— - ST e e & e e e =i s

Fig (3} Inpaut dlata winw hr the proposed system,
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APPLICATION OF DECISION SUPPORT SYSTEM
% 1. Havzzomgi and A. M. Mahjob IN CODNSTRLCTION PROJECTS
USE IN COST MANGEMENT

The Report

| lars T Fangh Diste Cash Floewr Prrcarangs
| Er LR 1651 ZESTIENR-2

m 1 rovn ba ke ||._ r‘uh'F!E.-q-q"i

Fig {6) Out pul of the proposed system,

APPLICATION OF THE PROPOSED SYSTEM
The purpos~ of application the system is to examine the efficiency and verify the performance, also
to detect any error. delects. difficulties that may face the users (hrough their application of the
proposed svstem. The application process is carricd vul on different projects in three state
companies related to the Ministry of Rehabilitation and Housing which are:

i- Al-Faroog General Company for Construction Contracting.

2- Asuour General Company for Construction Coniracting.

3- Hamorabi General Company [or Construction Contracting.

The application results is as shown in Fig (7) through Fig (11) below.

The Keport

| Sads Ty Frash Liakd S aeh Teow ol cosslags

Tianfprs Siw Le B R B A
Tisiitgea o sy
I Bmirdagra 2imua o ETETETS
| Brdgas Flaa® | OATZI 39T
I Dadgas =fn u ) 13 Hdkhg g
| Tuidges ek | [ERe DS Bk

iﬁ‘:ﬁ*-—-mﬁ Tarwas Ta flle | p-:i_-_-|£-_.-.--'—!|

Fig {71 Application o

= T g o

[ the ased system in Hamorabi general company ( Bridges projects).

arh lovw Tain caboa-

Fonmr i BlHE ETERE]
Frua ‘ T O AZETIAsS
B (¥ e ] QIIFZOST

.-uu-._“-i;én_'-!: L Marm Ta dlle | it oy i

Fig (8} Application of the proposed system in Hamorabi general company l{nadﬁmjuulﬁ}.
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The Report

Taws Tyrpae Foors Duts asl Tl Perniage
Liredgan 2OTE | HEROATE-O2

e T flls ” LT 55
el el

MR e 1t

The Report

Class T Fossk Taln Carh Flow Petoofiie
biremng el RrERT R %
| Raxds ETHE gl )

ﬂiﬁb Repaf | Sevs Tamla Frim Repart |

Fig (10} Application of the proposed system in Asuour general company (Roads projects).

5 The Report

Class Trpe Foues Diaca o e Flow Prrcenlape
Upmerany  200a iR Sy

spHIT B nparr Save To e || Frint Rapen :l

Fig (11) Application of the proposed system in Al-Faroaqg general company {University project).
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EVALUATION OF THE PROPOSED SYSTEM

The proposed system cvaluation process should take into account operating the system belore an
open discussion conpected with and during the presence of specialized person concerning with this .
Lype of work, This process performed in three companies, which the researcher collect the data of
application the system from it (Ashowr, Hamorabi, and Al-Faroog construction Contract
Companies).

The evaluation process consists of ten persons, from the three companies, having experience in
planning and cost processes. The evaluation form distributed (o the individual to get their opinions,
comments and recommendations about the operation and the feasibility of the proposed system. The
evolution guestions and the answers are summarized in Table (13) below,

THE EVALUATION RESULTS

The answer of the evalvation questions shows the following:

A= The proposed D35 is very good in collecting and entering the data and that give an indication of
@ very good user inferface with the system.

B~ The proposcd DSS provide a very good assistance for the planners and the estimator.

C- The proposed DS provide excellent information for the user.

D- The proposed DSS have a very good role in cost control process.

E- The answers agreed that the accuracy of the information provided by the system 15 very good,

F- The proposed DSS have a very good importance for the three companies.

CONCLUSIONS

1- The procedure lollowed in g construction companies, by the financial department and
planning and follow up department, baven't the ability to play the actual role in cost control

2- Three 1s & musmatch between the authority, responsibility and the lunctional position when
making managerial decisions.

d- There 1= lack ol documentation process lor management activities, especially, that related to the
cost control and cost estimation.

4- The evaluation result of the proposed Decision Support System shows that the importance of
implementing such sysiem in construclion companies.

Table (13) The Evaluation Questions and the Resulis.

[ ke Cluestions i T Excellent | V. Good The | The Evalution
10050 | G0-g0
[The feximlily ol coliect  and 1 | 7| : : V. Gl

enicnng e dala i the sysicm |

{user mterlca)

The  assistaniy thal  the  syslem
provices - to ke plonners e

estimialors

The o aml importance ol (he ; i ] Excelleni

informution pravizled by the system

The rale of the smp-:-s:::d system in W s

et contriol,

The wccumpey of the information ] h ] V. Crood

rrovigled by the systemn
|

The important of the proposed ; 7 | - 5 R T

SVETCINL PO YOLID COMMEpany.
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REMOVAL OF SCALE DEPOSITED ON THE INTERNAL
SURFACES OF PIPES IN COOLING SYSTEMS

Frof.dr. Abbas k. Sulaymaon D'r. Ajwa saber majeed
Chem.Eng Dept. -Engineering College University of Baghdad

TRACT
possibility of using inhibited hydrochloric acid in descali ng of water deposits on heat
2enger and cooling system tubes have "u.n investigated. A dynamic flow system was designed
state, Experiments were carried o using different, temperatures, solution flow
nes.and difterent hydrochloric acid concentrations inhibited with Hex: mine .

Btcs of acid — iron oxide scale reaction was studied ~| ing hydrochloric acid .The kinetics
= showed that tae acid- FeQ scale reaction foll owes 1" order reaction, It was found that the
cale removal was mass transfer controlling process.

= oxide scale removal process was analyzed as mass transfer operation and adequate semi

neal correlations for scale removal { or mass transfer rate) under different conditions. in a

Ersionless Ii||'|*1 have been -.'-:"l::ZIiI'L'kl The results of iron- oxide scale removal
ss transfer rate) are compared with may 1y proposed models particularly those based on the
=pt of analogy among momentum and mass transfer

=- Taylor analogy showed a good agreement with experimental mass transfer results.
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REMOYAL OF SCALE DEFOSITED ON THE INTERS &0 .

H. B . : ? o

| A- 8. Sulaymon sud &. 5. Majeed SURFACES OF PIPES IN COOLING SYSTEMS =
paatll Nl saa aal alabe) 5 B lENLT saa aladnll SIS Al e lan 405 42 x-F Hl
- : - Scaled ¢
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EEY WORDS
scale,Chemical cleaning.Deposit.Hydrochloric acid,Descaling

INTRODUCTION

I'he deposition of solids occur on industrial equipments surfaces like heat exchanges boiles
cooling towers or any surface which water contacts minders along with salts and come
products.

Scale deposition in the industrial equipments occurs by any, or all of four mechanis
crystallization-scaling, deposition of particulate matter, corrosion with subsequent transfes E
corrosion products, and microbiological growth{Mansfield,G.H.and Terrell{ 1990),

Various cleaning methods have been used; mechanical, chemical and thermal or 2 combinatios
them.Cleaning up by chemicals is probably the most widely adopted procedure{Powell 5. T.(1952

Ihe anal

There is no physical damage to the tube bundle in chemical cleaning although there is a possis ppearnine
of chemical reaction and corrosion inhibitor. Mineral acids used in chemical cleaning inc - A flow
hydrochloric and (HCD, sulfuric acidand sulfamic acid (H:NSO:H). Other solvents used sund bott
organic acids. mping Ih:nf
Hydrochloric acid is the most commonly used solventNACE,T-8A on cleaning,corrosion 158 4 controll

arculating

and 15,17t(1959)), because this acid is safer. less expensive, can be diluted casilv, soluble reacs B circal
4 he circu

product. Corrosion caused by the acid cleaning can be prevented or reduced by an inhibitor. T :

and amount of the corrosion inhibitor depends on the acid concentration and temperature at whs ey
the cleaning solvent is used i
Cleaning solution usually passed in turbulent {low through the system. during acid cleaning proces s shown |
When turbulent flow occurs in circular tubes, momentum is transferred between layers of fluid.
momentum transfer manfests itself as a frictional resistance and at the wall shear stress. whick

equivalent 1o the time rate of momentum transfer per umit arealPhilip J.W.Roberts and Dan

K. Webster(2002)). |
Mass transfer may occur during turbulent flow. Most of the experimental studies showed that the
s a relation exists between mass transfer and skin friction, knowledge of such relationship we
allow prediction of the rate of mass transfer from friction loss data.

The work of Osborne Reynold's (Reynolds,O.(1874) in 1874 has led to useful, simple equatia
relating the friction factor and the mass transfer coefficient by Revnold's analogy{Bennett,C.0).
LE.Myers,(1982)).

The present investigation of the problem of scale removal is being studied mainly on tubes of h
exchangers obtained from Baiji Refinery using chemical solution (hydrochloric acid).

A special flow system has been designed where parts of these piping were being fixing in expo
to the treatment solution,

Percentages and rates of scale removal were studied as a function of temperature, circulation r
and concentration of an inhibited hydrochloric acid.

Furthermore a mathematical model to describe the solution mechanism was attempted as
presented in this investigation,
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EXPERIMENTAL WORK
- Scaled carbon steel pipes from the main hot water lines were used. (10 cm long, 25mm O.D and

P e

l mm LD} List of the scale materials was shown in Table (1).Hvdrochloric acid with

concentration of (3-10 wi%) was used.
Fable(l) Complete Analysis of Baiji Refinerv Scale Deposited on Heat Exchanger Tubes .

Element Analysis Pleetet & _ W%
Iron (FeO) '
Cal
CaC0s
Al-0; o
MgCO; o
5." Ani)
Silical (Si0))
Chlorine )
nly I'races
L.0.L{loss on Ignition) i 71214
Total 99,08

® [he analysis was carried out in Baji Refinery Laboratories

Bexamine “as used as corrosion inhibitor with concentration of 0.1 wit®

- A flow system for the descaling investigation was made of Q.V.F, glass. It consisted of 10 liters
pund bottom container with four necks, the container was connected from the bottom with the
ring through which hot selution circulated.

 controlled heating tapes were rapped around the insulated .V F, glass tuping for heating the

Erculating solution,

#e circulation of the chemical solution was effected using a centrifugal pump (0.2 KW) and the
W rate was measured using rolameter ranged ((-2000 L'hr).

o solution passed through the scaled metal specimen, and returned to the round bottom container
shown in Fig.(1).

I e e e

bR

Fig(1) Experimental diagram of the system

Ll




REMOYAL OF SCALE DEPOSITED ON THE INTERNAI
SURFACES OF PIPES IN COOLING SYSTEMS

i H. Seiaymon and A. 5. Vajeed

The pressure drop through the specimen was measured using inverted U-tube manometes
The temperature of the test solution was measured by means of thermometer of the Fangs
(0-100 C*),

T'he concentration of the acid was measured using simple titration method,

lhe concentration of iron in the acid solution was measured by using Shimadiza UV-160 &
determining the absorbance of the ferrous jons.

Lhe amount of scale deposits which has been removed at each run was calculated by weigh
difference of the scaled tube before and after the tests,

RESULS AND DISCUSSION

Effect of experimental variables on percentage of scale removal:

Figures (2), (3) and (4) show the effect of temperature with the range of (25-70C"%), ack
concentration of {3-10wit%), solution circulation rate (as Re no.) with the range of { 10000-25(
and descaling time of (2-6 hrs) on the scale removal process.
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Fig.(2)Variation Of Scale Removal Percentage with Temperature at Different time. Concentratios
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2s shown that the increase of any of the above variables causes to increase 1l

e percentage of
increasmng the L‘Z"I'I;'l'..'l.:.l'la.l!_'
increase the reaction rate constant and

¢ highest | cemperature, Also increg 15ing the t mperature cause (o increasc

e removal.The increasing of percentage of scale removal with
plained by the fact that irh.'ru;:*-iiﬂu the temperature cause to
ts maximum value at t
onvective mass lmml:.. due to decreasing the solution viscosit v and increasing the diffusivin
5 solution compounds.

nvestigations of Charles and Moor (Charles M T oucks( 1962) and Moore, R E{1972) agrees
1 thes conclusion

e increase of acid concentration increases the percent: age of scale removal which is due 1o the

15¢ in concentration gradient between the bulk and the solid solution inter(; ace

seasing the descaling time cause to increase the percentage of scale removal, that is due to the
n of the acid to break the bound it. Hence incre
zasing the percentage of scale removal,

asing the time of scale exposed to acid solution
easing the circulation rate in the cleaning processcause to increase the percentage of scale
val, this behavior can be explained as follows, as the circulation rate

nereases the laminar
aver will be verv small in thickness as the

turbulence is high due to hindrance of fluid at {he
rogeneous surface of several compounds in the solid phase of th

e scale, then the chemical
on will also increases as the chemical 1

naterials has more chances to touch the particles of the
2ce due to renwal of the chemicals as the boundary faminar sub-laver be
peglected.

Eh‘ of FeO Scale Removal
the aialysis of the scale composition Table (1), it was clear that 1

gEposition is (FeO), then the most important reaction is the reaction of FeO scale with
E chloric acid, which was studied in this research.

stoichiometry of the reaction between iron oxide (Fe()) and hydrogen ion in solution is
==cnted by the following eguation:

comes more thin or will

he most fraction of scale

+2H B tHO ey
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In order to determin~ the kinetics of dissolution of FeO scale with respect to Fe' o jon. &

concentration of ferrous 1on was measured with time
The reaction rate order can be assumed as first order . The kinetic order of the reaction ==
determined by plotting Ln Can/Ca versus time as shown in Fig. (5).

& - 1
| g e
F .-.-
!
2 p / .
] - ""-..---
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Se— (FigFig.(5) Rae
of Desolution at Re=10000

This figure clearly establishes that the dissolution of iron oxide scale is first order with respect @

ferrous ion.

The rate constant is a function of temperature and can be expressed by Arrheniu's equation

k=A exp (-E'/RT) (2]

Where

A ! exponential constant.

E : activatici energy

R : gas universal constant,

T : absolute temperature.

According to Arrheniu's equation (2) plot of’ Ln k, versus
equal to —E/R,

Activation energy (E) can be determined from the slope of the line, The value of the activas
energy of the desolution process of Fe() scale with hydrochloric acid = 15 KJ/mole.

fr as shown in Fig. (6) gives the s
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55 Transfer Results

the present work mass transfer coefficient was calculated by estimating the mass flux of FeO

F= °) ion using the following equation :

M
B LA

y = KAC (-
vorthy to note that the molar flux of hydrogen equal 2 times that of (Fe ) ions according to the

ical reaction equationi1).

mass transfer coelficient of hydrogen ion
the bulk concentration of hydrogen ions in the solution

HE L

i | ransfer Limited Model
nplete formulation of the rate equation must take into account both the mass -

- transfer and

cal FL'.IL'1j~:-|'_ THICS
pome instances, one of the rates, mass transfer or reaction. is so much smaller than the other that

mes the controlhing one,
minant mechanism can be deflected by observing the effects of certain changes in operating

n experimentally
B facl that mass transfer rather than a chemical reaction is controlling the rate of reaction

ced by the law activation energy{Schmidt,N.0.(1976))which is in good agreement with the
otained in this work, ( activation energy about 15 KJ'mol for mass transfer controlled

Tewari and, Campbell(1976).presented that the activation energy is { 12-24 KJ/mol). and
Be fact that the rate of desolution is increased by increasing the rate of liquid past the

& schmidt, WL 19767).

rs Affecting FeO) Descaling And The Mass Transfer Coefficient

et of revnolds number and temperature
7) and (8) show the variation of mass transfer cocfficient and descaling rate with Re at

lemperatures respectively. It is clear that (k) and descaling rate increases with increasing Re
iemperature values { 25 to 70 "),
wrease m K with Re can be explained according to  the followine

ol Bradley,G.W.(197Tand Poulson,B.(1983}).

9

o0, Increases the convective mass transpon ol hydrogen will increase. e, mass iranster by

1

&ffusion ( £ [ )} due w the increased turbulence.

ng turbulence leads to decrease the thickness of viscous sub-layer and the diffusion laver
epresents the  main residence to momentum and m1ass Lransport
elyiMabato. B.K(1980) and CoulsonJ M.(1977)).hence the hvdropen concentration
1t the surface will be increased leading to increase (k).

a2 (k) with Re leads consequently to increases (Sh) over the whole range of temperature

Fig. [ 9}
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The increase in (Sh) with (Re) indicates that increasing Re leads to increase the mass transpon

convection { or eddy diffusion ) over that by molecular diffusion because Sh is the ratio between 8

two, The molecular diffusive mass transport (Diffusivity of hydrogen) is independent on Re
varics only with Sc and temperature.
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Fig(7) Variation Of Mass Transfer Coefficient With Re at Various Temperature and t=3(1sec

Using statistical analysis the following correlation is obtained for the whole range of Re
temperature (5c¢) assuming the dependence of Sh on 5S¢ 15 1/3 as  customs
found{ Coulson J. M.{1977) and Hasan B.0.{2003})).

Sh = 0.053 Re 0208 g .1/3 (7)
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be cftect of increasing temperature on Sh is due to the increase two vaniables acting 1 opposing
v on the value of Sh. These two variables are the mass transfer coefficient (k) ) and the
ecular diffusivity(DD). Hence, the net effect of temperature on Sh will be determined by the

mnge of the ratio kD,

Bect of Time
103 shows the warigtion of k or Sh with Re MNo. at various emperatures and time as a
peneter. This figure indicate that at all the temperatures , the time causes a significant decrease
r all Re rar
= scale removal, hence decreasing the mass transfer rate due to decrcasing mass transter
o 5 nudsen. .G 19580, Petulehov B.S.0 1970, Colburn. AP0 14984 ),and Kandikar 5.G.,(2001))

rmation of the chemical reaction product of the scale with the acid intluence the mass

2e. This can be explained by the decrease of roughness as the time increases duc

=r rate by influencing the hydrogen 1on diffusion from the bulk to the scale surtace
ev. R.S.(1988)
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Fig.{10Varation Of Sh With Re at Different Intervals and

CIMPeTatarne Fat Bt

arison with 'he Proposed Model

5 - § = K = 2 aarbl ThiE e
m i1 1% aimed to compare the experimental results of mass transfer with the proposed

particularly those which are based on the concept of analogies among momentum and

parison serves (o investigate how far is the derived correlation deviate from the proposed
comparison enable to adapt best correlation that can be employed to estimate scale

mate through (sh).

enmental mass transfer results were compared with other correlations presented i1n the
such as prandtl and Tavlor (Eg-la) and Eq.lb) and Prandtl-Taylor {Eq.2), Von

3}, Chiltor —Colburn (Eq.4) and, Darshnalal { Eg.5),

comparison is shown in Fig.(11). Best agreement found to be with

ik

Prandtl-Tavlor
Ea(la) and Eq.(1b), (with a small difference due to the assumption that the calculated
eior from the experimental work 15 equal to the friction factor of lron-oxide scale) 1.e. the
| can be well represented by this analogy for the entire range of Re and at the early

2 scale removal process,
czle removaly affects the ._';|_r-.||"'|i::-. of analopy correlation to estimate the mass transfer
and mass transfer group (Sh) .e. removing the scale increases the difference between

mass transfer coefficient and that obtained from analogy models
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Fig.(12), shows a comparison betwcen experimental Sh and that obtained from analogies = o0
{t = 4.6 hr) i.e. when most of the scale removed at all lemperatures it is evident that time cauws i
el |

large difference between the mass transfer rate (Sh) during scale removal process that predictec
analogy correlations and experimented results

OO0 ——— T Pranoi & IEyIonI-a2,
L Wi WarrrndEn —
Chitton & Calburn -
Lo Darshnial - i —
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Fig.(11) Comparison between Experimental Sh with Analogies.
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Fig.(12)Comparison of Analogy Models and Experimental Results L B
In Present Work at=25"C - s
According to above conclusions Jthe analogy models can be employed 1o estimate the mass —-—
controlled FeO scale removal rate (for the scale type used in this work) at particular Re and - ’
determining the friction factor experimentally . B
Table(2) lists the values of (Sh) estimated from various analogy models using the frictio 7
besides experimental values obtained by concentration difference of Fe'~ ion for all ranges of 8
[he chosen analogie are Prandt]l and Taylor analogy (Eg.la) using {Eq.1b) for estimation
(U )
v modification has been done on the correlation to estimated{a) of (Prandil-Taylor analog ENCE

respectivelv. using statistical analysis the following correlations for (w)values estimation

mnd Eq.1b) to make this analogy can be employed for the descaling process at time (2,4.8

2 = 0.00244Re "'  for time 2hr ------ (Ra) 3
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g =0.0013Re "®  fortime 4hr ------ (8b)

lable (2} Comparizon of experimental Sh No. with analogies 1= 300 s and T= 25°C, S¢=378

" ShNo

| : — e —

| Prandt] ., T Prardt] ET R
. i [ ¥on Chilion i y | Fresent
- L 1ayis] . | ; |
2 E.arman | Colbum : | work

(Eq.1a) i (Eq.2
: —
1

. . | SR L e e {
(i 4. 162.18 467.7 46,7 [ 161,18 112.2
fsoo0 | 152 23088 |es0e9 |:|:_§ |:"::| 144.5
00 |201  |30902 853 inm._,rl' 13019 1639 |
SO ' -F:_ . 180 J__ 1047 17 231.7 | TR0 190 5 |
3 ST | o | e

0.00294Re 893 fortime 6hr------ (8c)

UNCLUSIONS

= Scale removal by means of inhibited Hydrochloric acid is depen

ent upon the temperature of
reaction, solution circulation rate { as Re) , time of reaction and, acid concentration. it was
concluded that the amount of scale removal increases with increasing any factor of them, the
condition to obtain high high percentage of scale removal { 80-100%) should be : for Reynolds
number values over 17500, reaction lemperature over 50°C |, acid concentration not below
6.5wt%.and time over four hours

¢ Reaction of Hydrochloric acid with Iron oxide scale is followed first order kinetics model. with
activation energy of 15k)/mole which indicating that the process of Iron-oxide scale desolution

Is mass transier controlling process,

Correlation for the variati

on of (Sh) (or mass transfer rate) with Be for the whole range af Be
and temperature values
Ao ey LEIZE o 103
B LOa3 T Re T
1w expernimental results for Iron- oxide desolution rates show good apreement with Prandil
Laylor analogy, (Eq.1) , {using
'\-||._|"‘: . '._...l._“-....: "thes e | 1 | s N g e e e i .
= BE | al 10 ¢a ¥ PErIMEs ol the process, put at the later [PErIES ik ate divat fro T
andtl] ..'.::'."'-.'-I':_I|'_:I||_|_l_"._
fodification of analogies was obtained, correlations for o values estimation were obtained at
terent time (o make Prandt] ~Taylor analogy can be emploved for the Process
5 [FEAT, ¥ .
0L 0.00244 Re at time = 2hr
i 00N Re™ at time = dh

i 0.0029 Re at time = Ghy
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APPENIMX

Vass and momentum transfer analogy equations

Prandtl and tavlor analogy

! [
K Fa g

— = — e (L)
- Uxf. ...

1+| Sc -1}
)
0= :H'.' {1b]

. (12 YRe.Sc "

a1 = — |'_ - (<)
| = (S¢c —1)

Von- Karman analogyv(Brodkey,R.S.(1988)).

| (t/2)Re.Sc 5
":"\-I'! — - e ——————— = |r_'|| :,

1 Y e
-+ 2 L ac—1+In(1+ =S8¢)
1'l Yol (4]
Lhilton — Colburn analogy(Berger,E.B.(1977)).
I._'""
Sh = ReSc (4 )
’.

Darshnlal et.al analogy{Darshanlal, T,

nx\f Re ScU-34 (5)

[he friction factor and wall shear stress fog '._-.|u|| surface were obigined *'|1. Measur ||-|£_ the

re drop across ||. test section for each value of Re, temperature and 1ime and applving the

B U 0ns

djﬁll. E‘

:_:I.Ill'}j'f-lj:__ 1G]

nCe,

Ap = Ahpg (7

henee,

_ Ahdg
2 II‘" s [‘ |:..2l|

SIMENCLATURE

& surface area of specimen,m”
meentration.moele/m’

B e diameter.m
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D:Dnflusivity,md's

f:Friction factor

k:Mass Transler coefficint,m/'s 5
M aFlux of mass transfer,mole/m” s
I*:Pressure Lll'n]‘r."{-'n:"

Re:Reynold s Number

Sc:Schimdt Number

ShiSherwood NMumber

5.R%:Scale removal percentage, wi®s >
t:limeh or 5

T:Temperature,C"

v elocity
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APPLICATION OF VIBRATION MEASUREMENT
TO DETECT DAMAGE IN CASTING

Ir. Adnan N, Jamcel Al-Tamimi Ehab N. Abbas
Baghdad University D.G. of Vocational Educztion
Mech. Eng. Dept Senior Researcher in Scientific Affairs Dept
ABSTRACT

Modal testing has become commonplace in many industries today as a rcsearch and development
tool. In this capacity. it is used primarily during product prototype development and for vibration
problem in general. Many types of structural or parts faults will cause changes in the measured
dynamic response of a structure. These changes will, in turn, cause change in the structure’s modal
parameiter.

The purpose of the present work is to propose an improved damage detection and location based on
the measurement of modal parameter (natural frequency and mode shape) before and after faults,
which they have varying extents, for three different sizes of Aluminum casing plates. This local
damage can be translated into or characterization as a reduction of the local stiffness which,
simulated m the presented numerical models using sofiware package. After measured natural
frequency. if a change is detected a statistical method is used to make the best match between the
measured caanges in frequencies and the family of the theoretical predictions. This predicts the
most likely defect location. Analytical results are also used to check numerical results, which
showed a good agreement with it. Standard Aluminum plates were also investigated in this work. [t
results were compared with casting results for two boundary conditions. Also, the defect location
charts that plotted w'th the support of deriving stiffness sensitivity equation showed a good
agreement between the predicted defect site and the actual defect location for most of the study
cases.
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INTRODUCTION

The physical mass, stiffness. and damping properties of a structure determine how this structure can

vibrate. Vibration is caused by an exchange of cnergy between the mass (inertia) property and

siifIness (restoring) property of the structurc. The damping property dissipates vibrational energy.

A structure’s modal properties are directiy related to its physical properties. That is, changes in

structure’s mass, stiffness, or damping properties will cause change in its modal properties (modal

frequencies, modal damping, and mode shapes). Also, changes in the structure’s boundary

conditions (mountings) can be viewed as changes in the mass, stiflness, or damping plus 1ts

surroundings, and will change its modal paramcter.

The modal parameter solutions to the differential equation of motion which are themselves

functions of the mass, stiffhess, and damping of the structure [Mannan 1991].

Changes in structure’s modal parameters arc to be used as a reliable means of detecting, and

possibly even locating and quantifying structural taults, "Faults” means the following occurrences:

% Flaws voids, cracks, thin spots, etc. caused during manufacturing processes such as casting or
forming operations, Faults of casting are the type of fauit that we need it in this paper.

¢ Failure of the structural materizl, e.g. cracking, breaking, or delamination.

% Loosening of assembled parts, e.g. loose bolts, rivets, or glued joints.

% Improper assembly parts during manuafacturing, -

Now we can asked that what is the smallest physical change in a structure that can be detected,

located, and quantified from changes in its modal parameters? The best answer (o this guestion is

“the smaller the better”. This answer presumes that it is alwavs better to detect the onset of

structural faults as early as possibly when it is still small.

Non destructive damage detection can be broken up into four categories. Level [ test for the

presence of damage. Level I7 test for the presence and tocation of the damage on the structure, Level

I test for the presence, location, and scevertity of the damage. Finally level 71 tests for the presence,

tocation, and level of the imparted damage as well as predicting the change in physical propertics of

the structure due to the damage. In this work. we used level II techniques to detect and locate faults

in casting.

The main objective of the current work is to build a vibration tcchnique capable of detecting and

locating faults in Aluminum casting plates as a mean of quality control, where there are large

numbers of the same component produced.

A compute: model is developed to study the cifect of damage in the casting plates on the natural

frequencies and modc shapes using a package deal with finite clement analysis. This technique is

highly accurate, and can be used for analysis in any structure with any typ: of structural vibration.

Also calculate the change in the model parameters of the casting plates due to the ntroduction of

suggested defect models. The defect model must be able o represent the defeet that have a sensible

effect on the structure stiffness and also must be simple for calculating,

Test rigs will be designed and built to study the vibration behavior of the model structures before
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and after damage to predict the measured change in natural frequencies. Finally, develop a
statistical method for the best match between the measured changes in frequencies and the family of
numerical predictions. This model in truc will then locate the most likely damage sites. A
comparison was niade between the experimental and the theoretical results and between casling
plates and Aluminum plates.

Advantages of Modal Parameter Measurements as Continuous Monitoring

Measurcment and the estimation of modal parameter changes have some inherent advantages for

continuous monitoring applications that are not available with other methods.

- Modal parameters can be measured on any structure that vibrates.

2- Modes of vibration are sensitive indicators of physical changes.

3- Changes in modes can localize a tault.

4- Faults can be detected in a measured region of the structure (measurements at single point in the
structure is enough for detection).

5- Only a small number of measurements are required.

6- A wide variety of excitation and signal processing methods can be used.

7- Modal testing is non-destructive test.

ANALYTICAL ANALYSIS
A plate is a two-dimensional sheet of clastic material, which lies in a plane. The general
assumptions and equations used in the analysis of plates in this section are;

For plate laying in the x-y pluane the normal strains (£, and Ey) and shear strain (&, ) in the plane

Xy
of the plate are [Srinivasan 1982 |:
ot w 2hw O ,
E, =2 £,z &, =21 —— (1)
ox”© dy© : cxoy

These strains are assoclated with the following stresses for a homogenous isotrcpic material:

E E ,
a,=—le~ve )0, = (s, toe,) (2)
l-v -

O-.ry = ngy; Gy = O-yz =0, = 0

It w is the transverse deflection of the plate, the elementary kinetic ¢nergy 47 and the elementary
potential energy oV of the plate is given by:

1 (owY
dV = ;— (o L dydz )[.* Ldx ]+ —l:(cr | dxdz ){u Lay ]-F ;—(0' L dvdz ){z, . dx ] Y

T'he total kinetic encrgy 7 and potential energy ¥ of the plate is given by integrating:
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Y

“ (6w ’
J. [pthJ dx dy (5)

1 ox- oy’

i,

DY if o 82w e @tw {6%"
-2 JM;%) (2] 22 22 o

ER? . .
Where: D = J is called the plate bending stiffness clement
7(

f
Forming the Lagrangian L=T-V and applying the Hamilton’s principle: & _[L dt = 0, we obtain:

f

—

o b
%(5 J j J.p hw? — D[w_f_r + 1»1))3}, +20w o, + 21— U)wi_ ]dxdy =0 (7)
[C

{

Performing the operations as per the rules of the calculus of variation term by term, we use the
variational vperation (3) to extract the analytical term for vibrating plate:

DV + ph w=0 (8)

Suppose the plate is supported on all the four edges, and the plate 1s vibrating with a frequency
p given by:

w =1, cos(pt) (9)

The equatton of motion of the plate (8) becomes:

/1
Ve =y2w: Where y° = £ P’
We shall assume the deflection wyas [2]:
¥ Ay
wo(x,y)= sin[—jsin(* ] s =123, (10)
a L b

So that frequency equation for simply supported plate becomes:

2 20N
me o nt 1D
= —_—

P, 7 sz T i =, n=1.2,3. .. an

Equation (11) represent the analytical term for finding natural {rcquency for the above boundary
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condition. In the same manner we can find the frequency egquation of a plate subjected to other
baundary conditions.

While the subject of vibration analysis of the completely free rectangular plate has a history. which
goes back nearly two centuries, it remains a fact that most theoretical solutions to this case are
considered to be at best approximate in nature, This is because of the difticultics, which have been
encountered in (rying to obtain solutions that satisfy the free edge conditions as well as the
governing differential equation {Gorman 1978]. Since no analytical solution exist for this boundary
[Victor 20011, so that the eigenvalues for plate vibrate under this boundary condition is governed by
the approximate natural f{requency expression (in Hertz) of the form presented below
[Blevins 16767:

Py 261 G 20, < 20(H SN AY G | " a2
2] a b a’h’ | L12(1-07)
Where, I =1.2,3,....and j =1,2,3...

The dimensionless parameter G, H and J are functions of the indices i and j and the boundary
conditions on the plate, The approximate natural frequencies predicted by equation (12) are dircctly
analogous to the analytical solutions. The approximate natural frequencies can be expected o be
within 5% of the exact solutions [Blevins 1979].

NUMERICAL ANALYSIS

The finite element analysis applied to vibration probicms is now becoming well known and the
study of v.orational behavior of a structure is of great importance because it can be used to
determine the eigenvalue and the eigenvector solutions,

In contrast to the early days, it can use computer software 1o generate complex geometry, at either
component or reassemble level. It can (with some restrictions) automatically generate elements and
nodes, by merely indicating the destred nodal density. Software 1s available that work in
conjunction with finite element to generate structure of optimun topology, shape, or size.

In order to select the suitable mesh for the plates, in the numerical calculation, the plates must be
investigated for different number of (D.O.F.). Figs. (1), (2), and (3) show the variation of natural
frequency with the number of (D.O.F.) for the three ditferent sizes of free-free plates used in this
work respectively, For the work purpose, natural frcquencies have been calculated numerically
using ANSYS FE software package and the mode shapes have been observed for all the Aluminum
casting plates and Aluminum plates tested in this work. The plates were drawn to the scale 1:1 on
this software and a study was performed in two boundary conditions, free-free and simply
supported boundaries. Natural frequencies for some cases have been listed in tables (1), and (2)
which are compared with the theoretical natural frequencics. Also the first three dynamic modes are
shown in Figs. (4), and (5) for some cases.

EXPERIMENTAL WORK

The objective of this section is to detail the testing procedure. which gives as possibic as accurate
values of the natural frequencies of the structure. The procedure requires that the structure under
test is excited by hammonic force and the response at various points of the structure must be
measurcd. An arbitrary chioice of the point of excitation could be lead to difficulties in producing
the resonance at certain naturai frequencies of the structure. For example, exciting the structure at a
nodal point (point of zcro amplitude of vibration) of a certain natural frequency would resull in
missing out the resonance at the natural frequency. It useful to change the position of the excitation
of 4 structure to exist the different modes of vibration or by drawing the theorctical mode shapes.
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A natural frequency veas distinguished by observing the sharp increase in amplitude of the pickup
output and by the intensity of the tone emitted, which was amplified and displayed on the
oscilloscope. This procedure was represented to measure the pre and post damage natural
frequencies. The test procedure must establish homogeneous conditions throughout all phases of the
experimental work. Thus, the method used for supporting the structure during each investigation
should be simiple to set-up and niust be reproducible.

The test plates was suspended horizontally in the test rig using a very soft clastic cords attached to
the mid-points of its four sides in order to approximate the free-frec boundary condition, the
procedure was used by several researchers [lauwagie 20021, Also in order to approxmmate the
simply-supported conditions the tested plates was putted on a four sides sharp edge frame made for
the purpose. Each plate was set-up in precisely the same fashion in attempt to minimize the eftects
of human factors on the frequency changes. Duamage was represented m all tests carried out by
putting the saw cut and then change the dimension of the saw cut by extends it. Also, a drill was
used to make all sizes of holes damage in the plates. The natural frequencies have been measured
for undamaged free-free and simply supported rectangular sand casting Aluminum plates, also we
use a standard Aluminum plates to compare there results with casting Aluminum plates results.
Then natural frequencies for the same plates have been damaged by making six damage cascs
which used in the all tests. The cast Aluminum used is C443.0: S5C ASTM. which it mechanical
and physical properties are ( Tensile strengih is 230 Mn/m’, Yield strength is 110 Mn/m?, Modulus
of elasticity is 71.0 Grn/m’, Percentage elongation is 9%, Density is 2690 Kg/m®, and Poisson's
ratio is 0.33).

DEFECT LOCATION TECHNIQUE

The stress distribution through a vibrating structure is non-uniforni and is different for each natural
frequency (mode shape). This means that any localized defect would affect ecach mode differently.
depending on the particular location of the defect. The delect may be modeled as a local decrease in
stiffness of the structure. So, if it is situated ai a point of zero stress such as the nodal lines in a
given mode, it will have no effcet on the natural frequency of that mode. On the other hand i it is at
a point of maxinuim stress, 1t will have the greatest effect. Therefore the location of the defect site
requires the computation of the relative elfect on several modes of vibration at different sites within
the structure .The experimentally measured changes in patural f{requencies may be then be
compared with the theoretically calculated changes for defect at different sites and the position of
the defect deduced. If natural frequency measurcments are to be curried out, the effect of defect
may be determined by modeling the deteet as a local decrease in the stiffness, rigidity, or thickness
of the structure and currying out the dynamic analysis of the system.

Following Cawley etal. [Cawley 1979]. it is asswned that, in theory, the change in the naturai
frequeney of mode (i) of a structure due to damage in the structure is a function of the position
vector of the damage ( ), and the reduction in stiffness caused by the damage (SK ), thus;

S, = f(SK,r) (i3)

A formula expansion about the undamaged state (54 = 0 ), and ignoring second and
higher-order terms, vields:

i

B(5K)

do, = £(0.r)+ K (#,0) (14)

Assuming that there s no frequency change with out damage, it fol'ows (hat f{r, 0)::0 for all (») and
so, writing the partial derivative as g, (r), cquation (14) then simplified to:
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ow, = 0K g, (r) (15)

if it is assumed further that (0K ) is independent of frequency, it follows that the ratio of frequency
changes is dependent only upon the damage location as specified by (¥):

0, (16)

ow, g (r)

Measurements of the frequency changes in one pair of modes will yield in a locus of possible
damage sites, that the point where the ration of the experimentally determined changes equals the
theoretical ratio. With symmetrical structures, two or more sites will be predicted, the number
depending on the degree of geometric symmelry. So that an “error “which is denoted by (e.;). in

assuming the defect to be at position (r). given frequency changes (&, ) and ((S‘Wj) in modes (7} an
(/) respectively, as:
- .
e o S.'f/SJJ' _ 1 S:‘: ~ (>!.-')t‘ .
TS s, s 73 (7)
wrf e f )

The value of the error function (€.) 1s computed {or each mode pair according to cquation (17).

These values are then assumed to give a measure (e,,) of the total error in assuming the damage to
bc at posttion (r) given the experimentally measured {requency changes. Thus:

€rr = Z Cryj "
all pairs (i.j)

The most probable defcet site is taken to be the onc at which the value (e,,) 1s minimum .Let this
minimum value is (¢,,,). This was then used to normalize each total error, which was expressed as
the “normalized crror” for failure al theoretical position (), defined as:

ne, =100x e, /e, (19)

A very attractive alternative to repeat the full dynamic analysis in order to compule the changes in
the natural frequencier duc to localized damage is to use a sensitivity (perturbation) analysis. The
basic principles of the method are described by, for example, Courant and Hilbert {Courant 1953].
By this method, the sensitivities of the natural frequencies of a system to small changes in the
stiffness matrix, mass matrix. and damping matrix arc calculated from mode shapes of the
unmodified structure (structurc with no faults) produced by the initial full dynamic analysis.

The otthogonality property of the modes “almost™ simultaneously diagonalizes the mass,
stiffness, and damping matrices, and therefore “almost™ uncouples the equations of motion, The
term “almost’ 1s used because surict diagonalization occurs if there is no damping ([C] = [0}).
Probably the most sought after cause of a structural fault is a reduction in local stiffness, which
might be caused by the formation of a crack, delamination, voids, or a louse fastener.

U, Yk WU, 1= 0 - o, (20)

This formula only required the mode shapes for the unmodified structure plus changes in the
stiffness matrix [¢K]. A fauli that causes Jocal stiffiiess change can then be detected and located by
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simply tracking the stiffness change of the structure, and using equation (20).

RESULTS AND DISCUSSION

The validity of any theoretical approach may be examined by onc of two mcthods, the first method
is by making a comparison between the suggested approaches and well known analytical methods,
while in the second method, the comparison 15 made with the experimental results,

In this section, the performance of the proposed N1 has been checked. Several tests were carried
out for different casting plate structures with readily qualifiable forms of damage in order to check
the operation of the technique and the supporting analysis.

Fig. (6), (7) shows a comparison between the exact and approximate natural frequencies. It may be
observed from the figure that the results compare very favorably with the exact values. Table (3)
give the predicted and measurved natwral frequencies (Hz) for the undamaged state of the 600#500%6
mm free free casting plate. The maximum error in predicting natural frequencies was (1.969) in the
second mode. Thesc errors are from variations in dimensions due to casting process and material
properties. The data in table shows that the TLA model of the casting plate without fault tended to
give slightly higher natural frequency than the test data as the modes increased in frequency. Instead
of soaking time in frequency measurement experiment by placing the shaker and the accelerometer
at different nositions in order to avoid the possibility of having the accelerometer and / or the shaker
at a nodal line. The best position can be predicted from the mode shapes of the tested plate. The
node lincs are drawn by connecting node points, which are computed as points where the mode
shapes is zero in a normal direction to the surface of the plate.

The resuits obtained from ANSYS FE software package showed that the maximuin displacement
{(especially in the first mode) is in the corners of the plate (for free [ree boundaries). Therefore, the
shaker and the accelerometer were mounted in one of the Four Corners of the tested plate. Also the
results showed that the maximum displacement is around the center of the plates
(for simply supported boundaries). Therefore, the shaker and the accclerometer were mounted in the
center of the tested plate. If we want to plot the mode shapes after the fault made in the plate. We
expected that there are large differences with the shapes for unmodified plate, but also we expected
that they don’t pinpoint the location of the fault. One explanation for this is that all of these modes
arc “global” in nature (which 1s true {or most simple structures and hence will change globally even
due to a “local” change such as the hole damage.

Different cases of damage have been investigated for this casting plate, Table (3) also gives the
experimentally measured frequency reduction (Hz) for all cases of damage. It is apparent that the
reduction in the natural frequencies increased as the damage size increased. From the analysis it is
observed that at least three modes arc needed to detect damage existing any were in the casting
plate. Individual modes have relatively ditferent sensitivities to potential damage location in casting
plate. For example modes 1 and 3 are sensitive to the location near the center while modes 2 and 4
are not sensitive. The table values reveal that the frequency reduction clearly indicates the presence
of the 10 mm and 5 mm holes, by the frequency shift of the modes. Due to the relatively small
magnitude of damage they don’t detect the 3 mm hole. Also Table (4) has been presented for
another case.

The defect location chart will consist of a plot of the plate, with elements labeled using the
normalized error, The predicted damage site being represented by the value 100 (see ¢q. 19). Series
of tests for defect location analysis were carricd out on the casting plates using different damage
models, Sensitivity analysis was used to simulate damage by the i1educed thickness of the whole
element. I'rom these results it will be possible to esiablish the gencrality and validity of the method
used in order to deal with such structures. Fig. (8) shows the location chart produced from a test on
a rectangular Aluminum casting puate of dimension 600*500%6 mm, The analysis used a 16%16
fimite element mesh with a rotal of 1024 grid points, The ptate was damage by drilled a 10 mm hole
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at site A. It will be observed that, due to symmelry, the focation charl shows four possible damage
sites. [t can be scen from the figure that the damage was correctly located.

CONCLUSIONS

This paper presented a method of non-destructively deteel faults in casting plates tor which oniy a

few natural frequencies are available, Also, we presentled an improved damage location algorithm

which was.used a set of modal parameters for an unmodified(undamaged) casting plates with

:xperimental data with the support of sensitivity equations, which consider the orthogonality

:;onditions of the undamaged plate mode shape.

[he final scheme has the advantage that only one dvnamic FEA need 0 perform on the casting

plate structure. The dynamic analysis may be stored on disc and used as input to the damage

location program. along with the experimentally determined natural frequencies.

The major conclusions that can be obtained from the present work can be summarized as follows:

1- For this work, in frequency measurement the best position of attachment between the shaker/
accelerometer and the tested plate was predicted {rom the theoretical mode shape of the tested
plate. It was found that this position was in one of its four corners for free frec boundaries and
around the center for simply supportied boundarics, where maximum displacement was found
numerically at these positions.

2- Any sct of measurciments that arc repeatedly made over time will exhibit variations. These
variattons arc caused either by the “natural™ statistical variation in the measurcment process, due
(0 numerous sources of measurcment error. or they are caused by a physical change in the
structure, i.e. an “assignable cause”.

3-  Itis possible to use the method of health monitor without need to have measured the frequency
of the virgin structure by using a damaged state as the bascline for future measurement. This is
an important property in the job field. where there are a large number of products. Also a key
advantage of this technigue is that it can be used on the type of data, namely natural frequency,
which is commonly measured in a structure testing laboratory using the experiments system.

4- 'the experimental results indicated that the smaliest defect size that can be located, using the
proposed defect location method, depends upon the accurate measurements of natural
frequency. The error in the measurement ol natwal frequency is come from the error in
simulating the actual boundary conditions, the change in materiul properties, and the error in
dimensions of casting plates due to casting process.

5- Individual modes have relatively different sensitivities to potential damage location. Thus, we
observed that they were appreciable changes in some nawral frequencies and comparatively
small in other. The cflect depends on the location of damage and increases as the damage size
increase.

6- Good agreemcnt was obtaincd between the experimental and theoretical results both for
undamesed and damaged plates.
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NOMENCLATURES

a Length of plate (mim)

b Width of plate  (mm)

t Functions

h Thickness of plate (min)
1.] Modes i, j

L Lagrangian multiplier

1, Gg
Hi, H; Dimensionless parameter for natural frequencies formulas

Ji. I
€ ry Lrror function
€ Total error function
ne Normalized error
P, Natural frequency (Rad/Sec)
n Number of DOFs of the Structure
m Number of Modes
r Position vector of damage
Sr; Sesitivity of mode i to damagc at r
[dK] changces in the stiffness matrix
T Total kinetic energy
1 Total potential energy
(U] Mode shape matrix
D.OF, Degree of {reedom
N.D.T. Non destructive testing
w Transverse deflection of The plate midsurface
o ~ Stress Vector
g Strain Vector
Density  (Kg/m®)
v Poisson’s Ratio
0K Reduction in stifiness caused by damage
O Change in natural frequency (Rad/Sce)
@, Natural frequency  (Rad/Sec)
Wk Natural frequency of the unmodified structure (Rad/Sec)
Wi Natural frequency of the modified structure  (Rad/Sec)
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Fig. (4) Mode shape for the 0.6%0.5%0.006m free-fec casting plate.
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Fig. (3) Mode shapes for the0.6*0.5%0.006m simply-supported casting
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Table (1) Numerical and theoretical pre-damage frequency of the {irst six modes lor the 600750076

mm fre-free casting plate.

Natural .Frequency (Hz)

ANSIS 5.4

Analytical

Percentage
Error %

65.62

67.28

85.49

[38.85

166.39

Table (2) Numerical and theoretical pre-damage frequency of the first six

modes for the 400#2350%6 mm fre-free casting plate,

!r—__ Nalur;l Frce;;wncy (H_z)_ S G

- Mode : Percentage '

II No. ANSIS 5.4 Analytical Error %

o 194.86 190.168 2.4674 l|

ir 2 198.80 203.80 24533 i
73 445.00 ;50.07 11265 |

| 4 529.20 522.42 1.2978

L 5 542.93 545.32 0.4382

676.23 671.23 | 07449
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Table (3) Experimental and theoretical frequencies for 600*500*6imm free free

casting plate with six dammage case.
Unmodified Frequency (Hz) '
l Mode No. Mode 1 | Mode2 1 Mode 3 | Mode 4 | Mode 5 | Mode 64#
l Exp. 64.8 853 134.0 1591 182.5 2545 ¢
! Theo. 65.62 86.98 134.88 | 160.42 | 183.23 | 255.25 !
T Error % 1265 | 1.969 | 0656 | 0.829 | 0400 | 0.0.294 |
| Damage Case Frequency Red;_aion {(Hz) Exp. : ﬁ}l
3 mm Hole 02 | 03 | 02 0.1 0.2 0.4 ;
5 mm Hole 3.2 2.1 3.6 2.4 3.6 4.1
10 mm Hole 7.0 3.9 6.8 5.1 8.1 6.2 |;
F*AUHMW 1.4 8.6 1.2 8.1 (.7 10.6
l 20mm Saw Cut 2.6 42 4.5 8.9 5.8 39

Table (4) Experimental and theoretical frequencies for 400%¥250*0mm free free
casting plate with six damage case.

Unmo_(ﬁed_[:‘requencg (Hz)

' Mode No.

Mode I | Mode 2 | Mode 3 | Modc4 | Mode 5 | Mode 6 |
Fxp. 1923 196.0 i 442.8 526.8 540.3 1' 673.?J
Theo. 194.86 198.80 | 44500 | 529.20 | 54293 | 676.23 |
Error % i.331 1.428 0.496 0.455 0.486 0.370
iDama"e Case Frequency Reduction (Hz) Exp.
™3 m Hole 0.3 0.2 0.3 0.3 0.3 0.6
} 5 mn Hole 4.0 34 4.9 3.3 2.8 2.2
tﬁmmHMe 6.5 5.8 7.2 6.3 7.9 5.6 ﬂ
; All Holes I1.1 9.1 9.0 + 04 11.5 12.0
25mm Saw Cut 5.0 7.2 9.6

L

8.5
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IMPLEMENTATION OF FPGA-BASED RISC FOR LNS
ARITHMETIC
BY SOFTWARE & HARDWARE

Asst. Lectorer N, H. Abbas
Dept. of Elect. College of Eng. — University of Baghdad
Baghdad- Irag

TRACT
Programmable Gate Arrays (FPGAs) have some difficulty with the implementation of
2g-point operations. In particular, devoting the large number of slices needed by floating-point
oliers  prohibits incorporating floating point into smaller, less expensive FPGAs.  An
stive 1s the Logarithmic Number System (LNS), where multiplication and division are casy
ast. LNS also h: s the advantage of lower power consumption than fixed point. The problem

3 has been the implementation of addition. There are many price/performance tradeoffs in
%5 design space between pure software and specialised-high-speed hardware, This paper
gcs on a compromise between these extremes. and on a small RISC core design (loosely
#=d by the popular ARM processor) in which only 4 percent additional investment in FPGA
rces beyond that required for the integer RISC core more than doubles the speed of LNS
1 compared to a pure software approach.  This approach shares resources in the data path of

Bon-1L NS parts of the RISC so that the only significant cost is the decoding and control for the
istruction. The preliminary experiments sugpest modest LNS-FPGA implementations, like

Bconthms under consideration, are more cost effective than pure software and can be as cost

® as more expensive LNS-FPGA implementations that attempt to maximise spesd,
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INTRODUCTION

The Logarithmic Number System {(LNS) uses inexpensive hardware for multiplication: an adss

[Pal 2000]. This is possible because the sum of logarithms is the logarithm of the prod
log(x)Hogly=logix v). LNS can be more cost effective and less power-hungry than fixed-
floating-point for multiply-intensive signal-processing applications, including sound and sc
computations (constrained by the limited resources of portable communication devices like W&
phones) where moderate accuracy is acceptable [Kadlec].

However, r-ultiplication is not the only arithmetic operation such multimedia applications rega
Fhere 1s usuvally about an equal mix of addition and multiplication. One approach would be
convert to the logarithmic format only for multiplication, and convert back to conventional fis
point for the summation [Pan 1999]. This has two drawbacks: two conversions, each requiring
look-up table (LUT), are required at each multiplication, and the resulting
representations often requires more bits (and correspondingly more power for transmission
fact, logarithmically-based formats, such as p-law encoding, have been used in telecommunicas
tor decades because of the compression they afford compared to fixed-point methods like PCM
For the multimedia and signal-processing applications are interested in, the number of input
given to an algorithm is much smaller than the number of additions and multiplications perfos
on these values. For example, it might have O{n™") computations for O{n) inpuis and oulp
Phus, it is desirable from a power-consumption standpoint to keep data in the more compres
logarithmic format during addition as well as during multiplication, and only convert to fixed-pe
at the end of the computation.

The problem is that LNS addition also requires LUTs [Kadlec, Waz 1995], Yet FPGAs, the ces
component in reconfigurable computing, are rich in LUTs [Sto 1988]. Three ways to implems
LNS are listed by increasing speed (and cost):

1-  Sofiware running on LUT-based RISC:

2-  Hybrd software with some LUT-based hardware dedicated to LNS; and

3= LUT-based hardware dedicated to LNS [Kadlec).

This paper will discuss such FPGA design alternatives using LNS arithmetic. For design
between these alternatives, it synthesize the FPGA aspects of the design from a high-level (C-
notation, known as implicit-style Verilog, using a tool called VITO [Am 1997] 1o crea
hardware state machines automatically,

It is investigate in this paper the implementation of a conventional CPU inside the FPGA toge
with some unconventional hardware for LNS. This paper describes using an FPGA to implem
RISC core inspired by a subset of the Advanced RISC Machine's ARM microprocessor [=
Rather than simply emulating the ARM, this core is intended to be a platform for an expers
measuring the cost-¢ffectiveness of LNS arithmetic. Thus, it named this project the ARM W
alike Experiment (AWE) The ARM has been the subject of other academic-design experims
[Woo 1997] and has compiler tools available; also ARM is popular in many multimedia systes
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chip applications where LNS may be useful. Such applications typically need a large memor 3
space for software and data, and thus must assume the logarithm tables required by 1 NS can fill in
what otherwise might be wasted space in a large fixed-size memory chip. AWE is presently targeted
for the Virtex-300-FPG A-based VW-300 board from Virtual € omputer Corporation. This excellent
board has a 1MBx16 external RAM. Since LNS tables occupy an insignificant fraction of this
external memory, relatively modest FPGA resources yield numeric speed-i ip compared to
conventional techniques. Putting tables onto the FPGA instead accelerates operations further but ;
'-|L| ificant-I UT cost. Thus, LNS offers a range of tradeoffs for
possible with conventional arithmetic technigues.

.'.1.,-]: reconfigures the meaning of some instructions to assist with LNS '|"|" ementation. Some

reConk |_£l|||.||“'.'_' -\..I.|I1'I'!'!I_|.I:-|_|__ not

lexibility appeared because the processor is implementing only as the configuration of an FPGA

h- only constraint is that the instructions under consideration reconfigure should not be ones that

are commonly generated by the compiler, For example, the Add-with-( arry (ALX) instruction of
¢ ARM instruction set is infrequently used

It is possible to replace the "L'"Jl’ i;*.-;‘mu._':iu;: with a

_i sequence of a few other instructions in the rare instances in which ADC is required. Thus, one

§ option for introducing LNS into our system would be to reconfigure the opeode of the ADC

struction to implement logarithmic multiplication, reducing signed LNS mult iply from five cycles

0 one using insignificant FPGA resources. The ARM instruction st also includes COPrOCEsSOl

nstructions, and it will focus on whether it is cost effective to reconfigure this opeode to implement
garithmic addition.

; The essential idea with LNS is to convert values into logarithms once and keep them in this

I Pese ntation th WL howt the entire com putation

For example, when a positi '-.|_' value X is input,
5 converted (mo

-.'IL (). 1 use ~.-.||"||LI| |-.1u..[=1. for variables that describe values [l= recived |*'-L the
end user, and lower case for the LNS representation. LN$ multiplication and division are e asy,
1 nvolving only the addition or subtraction of the logarithmic representation, with some Sp

' deal with signs and on -_|1"|m-.

ecial cases
(These cases are why reconfiguring the ADC instruction may b

C
% desirable.)  These special cases are ignored since they have been covered ;_'Im_".wh:_ &
1 Aug. 1992, King l'J’I| Given the LNS representations, x = logs( ) and y logs(}) of the
% positive values, Y and ¥, the representation of the product can be formed simply as x + y, ||5._-
R difficult part of LNS is the implementation of addition. LNS addition involves the followi ing steps:
2 1- OMainz = v - x. whi ~_|1 COrres 'I'.'ll--h o logs(Z) = logy( ¥/ X
1 l ApproXimate saz) = logs(] + ke .'u.I-h'..'l1.'.'-1'|'-.'w_’".~:|‘.-_‘.~. o logy(1+2) sl 1+ ¥V 72 X0,
23 Obtain ¥ =x + spiz), which corresponds to logo(X (1+ ¥/ X) ) = logs(X + F).
The Iw-mllt of this algorithm is that it onlv needs m.. lookup 1ru1|. i --1~I|_- (step 2), instead of the
iree loo |-.l||“= {or the more natural approach, logdX + 1) logs( b+ b,
Piwo facts affected early LNS '.11‘__'.1||.'||'-:||'m|u1~. [King 1971]: 1) practical results for many
rlications can be achieved using low-precision LNS, and 2) prices were low enough that direct
memory lookup could approximate sg(z) for such low-precision systems.  Since its memory
mquiremenss grow exponentially with word ler 1gth, high precision cannot be obtained with direct-
memory implementation
Wrver one hundred papers [xIns] have described variations on LNS techniques, with many showing
W to approximate s5(z) at lower cost than direct lookup.  The most common improvement is that
Be size of the s, table can be cut in half _h.ll:'__{ ".-'-'"E {withoul _El'jy,_-ig_'“:l ACCUTACY ) ';1_-. 'i|'_;,\_--'.;_'|_'_;|_|":.-i|-‘;_-
g and x 50 that z is positive because sy(-2) + z = s2). Since
i 5z) = 2
.; z— o
Mus si(z) = z for large z, the entire domain of z need not be tabulated [Tay 1988]). Also
Jmterpolation [Am junel992, Lew 1990, Lew 1994 | can increase precision possible with smaller
_Bable size than direct lookup.
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Power consumption and battery life are important issues in the design of large FPGA syse
Recently, Palourias showed that LNS-based circuits can consume less power than a compas
fixed-point (scaled imteger) representation since, on average, the high-order bits of LNS-we
exhibit less switching activity [Pal 2000].

LNS is most naturally compared [Armn Aug.1992] against floating-point anithmetic, whies
typically larger and more accurate than fixed-point arithmetic.  The goal of this project
implement LNS arithmetic on the AWE in a 32-bit format that is roughly as precise as the 32
single-precision floating-point format of the 1EEE-754 standard (23 bits of precision) ¥
considered both a sofiware LNS implementation on a version of the AWE that lacks any spe
hardware devoted to LNS, and a hardware implementation of LNS for an altermate version of
AWE that consumes only modest additional FPGA resources,

It is also considered how aggressively the designer should pursue high-speed hardware solutioss
LNS arithmetic by comparing the modest LNS hardware t0 a more sophisticated (and expens
LNS design in the literature [Kadlec] implemented in the same FPGA fanuly as our design.

AWE INSTRUCTION SET ARCHITECTURE
This section describes the non-LNS aspects of the AWE core. The AWE is a 32-bit microproes
that supports a subset of the ARM's instruction set. [t must be chose this subset to be large ens

to run the benchmark programs i were interested in and to enable faithiul emulation of those A8

instructions that it did not implement in hardware. Like the later versions of the ARM, the &
supports a full 32-bit address space. (Early versions of the ARM supported a 26-bit address s
with the processor’s state in the high bits.) The AWE has sixteen general-purpose regisiess
which R15 acts as the program counter. Unlike the ARM. the AWE does not have addis
registers used for supervisor mode, but instead saves the processor’s stale in memory
following describes the binary-compatible instructions of the AWE that behave identically 1o 4
of the ARM and describes those ARM instructions not implemented in hardware on the AWE

-

The primar> class of instructions for the AWE is the data-processing instructions. Like any 58

processor, these instructions operate on two operands with the result going into a third regisies
example,

ADD K1 R2 R3

AND R4.R5,15 ROR 2

SUB R6,RT,RELSL 7
There are 16 such AWE instructions, either involving only an addition/subtraction or a Bos
operation. The last operand can be a (possibly rotated) 8-bit immediate value or a reg
{possibly shifted/rotated a fixed distance). Unlike the ARM, the AWE does not support shifos
rotating by a varable distance, bul, as explammed below, the AWE has provisions for sof
emulation of ARM instructions not implemented in hardware
The second class of instructions on the AWE is the multiply/accumulate instruction:

MUL K1,K2. K3

MLA RI.R2.R3 R4
The latter instruction is the only AWE instruction implemented in hardware that processes
operands. Like early versions of the ARM, the AWE only multiplies unsigned 32-bis
producing only the low-order 32 bits of the product.

The third class of instructions on the AWE is for relative branch instructions:

B label

BL label
The branch-and-link instruction {BL) saves a return address in R14. The ARM lacks a halt. b8
is useful for testbenches. 1 have defined a branch back to itself (eafffffe) as the halt for the AW
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e final class of instructions on the AWE is the load/store instructions

LDR R1,[R2,4]
STR R3,[R4],-4
e AWE supports pre- and post-increment and decrement modification of the index register by an

gned 12-bit constant. The AWE also supports pre-indexed addressing without modification of

’ ndexed register, Unlike the ARM. the AWE does not support modification of the index register
another register

£ AWE supports conditional execution of instructions, based on four bits of the programi-status
Ester {negative, zero, carry and overflow). These bits are optionally set by data processing or
iply instructions, The sixteen conditions supported include signed and unsipned inequality.
pi I A s . ]
S AW E does not support multi-register wransfer, swap or supervisor mode instructions. The non-

3 version of the AWE does not support the coprocessor instructions and raises an exception if

il il
zram attempts to execute such an instruction.
Eough the AWE does not support special supervisor mode instructions, it does have a primitive

visor mode used for unimplemented instruction traps and external mterrupts,  The way in

B the "."n"|'| -:|_||1|_'|"v.::-1'-l' II'||.|-.|,‘: Processcs :illl.'l'!'i.li‘lx i:~ |_x:-|t'||‘_-'_|_'|_._'._'. Lfil'li._'l'l;nl_ !'_'||||'. the WA '!'..._'
M osupervisor modes process interrupis.

1 ARM, an interrupt causes a subset of the registers 1o be switched for a bank of SUPEryiso
sEesicrs, For "FIQ" “aterrupts, RE-R14 are switched, with R14 containing the return address. In
]

1 ]

ther four interrupt modes, R13-R14 are switched., So. in total, there are 16+ 14-3
13-=1} ]

A | 31 ARM registers, of which only 16 are available 10 the software at any instani

] 4
LI w

this makes the ARM well suited for context switching, the complexity of this scheme
hes the hardware realisation of this on an FPGA undesirable

ead. the AWE uses a minimalist technique borrowed from the classically ¢legamt PDP-8
1971]. On that machine, an interrupt causes the return address to be saved at a fixed location

memory and execution te proceed from the location following the return address with the

rupt flag disabled. Interrupts can only oceur when the interrupt flag is enabled. The interrupl

provides a semaphore that controls writing to that fixed location. The PDP-8 returns from thie
Tupt service routine by turning the interrupt flag back on and doing an indirec jump through
xed lo-ation in memory,
e AWE, an interrupt causes the program counter, R15, to be saved at a fixed location in
ory and execution to proceed from the [ollowing location. Because the AWE implementation
elimed, the value of the R15 at that moment is somewhal offset from the correct return adddness,
correct address can be computed from the information saved in memory. The AW
iclion set includes load instructions with relative addressing (pre-indexed R15 without
fification). When R15 is loaded by such an instruction, the effect is identical 1o g jump indirect.
example, if the following AWE code is located so that the label URILS is at the address where
rdware saves the user's R15 and ISR is the label where the hardware resumes
ceplion:
- saved user R14
' AWE saves user R15 here
SIR R14,[R15.-16] :save user R14 in UR 14
LOR R14,[R15.-16] ;get URLS into R14
BB R14.R14,12  ;adjust ret addr for pipe

-

BTR R14,[R15,-24] ;ret addr 1o UR15

execylion after

LDR R14,[R15.-32] :restore UR 14 into 1114
RUR R15.7R15.-32] indirect jump to UR 15
LDE R15 supervisor of]
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Exccution proceeds at the label ISR: the interrupt will be processed: and the user's R14 w =re multiy
saved by the software in UR14. Of course, a realistic service routine would have more details ":""‘”"”"
place mdicated by the ellipsis (which must be empty for the offsets to be correct here), To eve Frucr ang
user's state 1s restored {in this case, just the restoration of UR14 into R14 is shown). The fins & machi
o resume execution of the user's code is the LDR R135. The AWE has a feature of the LDE o
mstruction not present on the ARM: the LDR R15 instruction tums Hu|:-_|~"='-.~r mode off o i :i"":m"'
AWE. This feature causes no problems with a user-mode program having an LDR R15 insis s g
This feature does mean that LDR R135 can only be used in AWE supervisor mode for the purp ¢
returming to AWE user mode, as shown above, _“ A\RE |
Because this return address scheme is non-reentrant. AWE interrupts (and unimplems L srpol
instruction traps) can only oceur in user mode.  All supervisor sofiware must be restricted ' e
instructions supported by the hardware. In order 1o support ARM supervisor mode soft ek
should be possible to write a small kernel that runs ARM supervisor modes under AWE uses E that 0
. - 1114
VERILOG CODING i 1599
The design was done in the implicit style of Verilog [Am 1999], which allows Easy ¢
register transfers in an Algorithmic State Machine (ASM). It has a register file with two re s SEVeTa
and one write port. The register file is simply declared as regj31:00e[15:0]. At presen ECuracy |
chosen a pipeline depth of 3 stages {instruction fetch, instruction decode, execution) as was & BOCUracs

early versions of the ARM . For example. the execution stage for the following:
ji L L

ADD R1,R2 B3

SUB R4.R1,1 ?

'.ull cause the Verilog non-blecking assignment, 1] <= "NCLK r[2]+[3]. to execute ir Il
LI'-l'.J'I!- J'l:_ and !'l. | in the same L.}LlL that :]'lx_ ~.|_||'|_: 15 written back inio 11 |:|_ IThen

L‘fﬂ"t' {(when r[ 1] contains the sum) the non-blocking assignment r[4] <= NCLK r]1]-1 S R2R2 ]

again causing two reads and one write. 1t is may decide to increase the |‘|||‘||_|||'-|_ depth =
increase the clock frequency. but my initial experiments suggest that a depth of 3 5 L1!_',_'-
val least 2Z5MHz. (The B instruction is natural [Am 1999) for a pipeline depth of 3, a

cf
versions of the ARM, such as the St CHIZ AT ["'.-1I.'|"'| ] SRR T |, wenl b a |‘.-...|._"_||r'||_ -_I;_r:-l‘!] of 5
operate above 200MHz.) < R71
I'he starting point for our design of the AWE was the tiny textbook exan iple of an AR K2 R
[Arn 1999]. That example was intended 1o be an illustration of the concepts of pi F'L| ned =1 R6.R3R
"|I' it I.'u'll‘. AUpports ADD. SUB, MOV and B mstructions and the W bit in the Pl ] :'fl-__
register.  That example does not implement the logical, compare, shifi, load, store RA).
subprogram instructions. That example assumes that the program counter is physically = 4. R4.R5
register file and that the ARM could be regarded as a Harvard architecture, The RE.R4.R:
multiply and subprogram instructions use multi-cycle implementation on the AWE (a K R5.R¢
ARM) My reconfiguied LNS instruction also uses a multi- -cyele implementation. RORI R

Like the ARM, the AWE is a Princeton architecture, with the same m emory used

programs and data. | made the implementation choice that there is only one por
memory. Becauwse of the one-port memory, LDR and STR instructions oo
(as on the ARM) take multiple cycles (one to fetch the instruction, another to calculate e
address and a third to access the data). R15 is not the actual program counter on the ARE
instructions that modify R15 (such as the LDR R15 above) cause the AWE to con

trom R15 back into a separate program coumter in an extra state that only ocel

L |

similar way, the BL instruction takes an extra cvele to save the return address i
multiply/accumulate on the AWE performs the multiply of two register operands s
inserting an appropriate ADD instruction in the pipeline o feteh the fourth onerand

e Whplen niaien s seoilar W wietocods . The fewures of the AW Vusd o

A2
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are multiple states to implement.  The ease with which the implicit style allows design of a
dlex-state machine is an important factor. Unlike a pure multi-cyele implementation, the AWE
L enter and leave these special states aware of the contents of the pipeline, and this complicates
ite machinge considerably.
ther version of the AWE that is augpmented with an LNS-addition instruction alse uses multi
mplementations, similar in complexity to the integer multiply/accumulate. Tt was posaible o

serate s quickly into the AWE because of the convenience of the implicit style of Verilog.

TWARE IMPLEMENTATION
ear interpolation computes sg(zy) + c(zy) - 2p as an approximation for sz}, where clzp) 15 the
¢ of an interpolation line and su(z;) is obtained from a table in RAM. Here i split = into two
it components so that Z = 2y + z;, where z,; is the high portion of z used to access the table and
e that 0 < z;< A = 27" ) is the low portion which is multiplied by the slope. The division
=en zy and z; oceurs N bits after the radix point. It is do not considered partitioning [Bell

Am 1999], which is a more complicated form of interpelation in which A varies depending

- AR I -y .--_ T .. -y i1 I ... ..-. L - - - 1 1 --. - .I.-
= are several allernative forms of interpolation, which differ in how . (24 115 defined and in how

WCcuracy it can guarantee for the result . For example, choosing o{z) = $./(z:) gives 24 + 3
faccuracy. Instead, it will be use Lagrange interpolation, which gives 2N + 5 bits. The linear-
Fangc approach computes c(zy) as (suz b)) = Slzyd )0 AL Thus a choice of & = 9 gives 23

accuracy, which is roughly what IEEE-754 provides, leaving 23 - 9 = 14 bits for z,. (Lewis

19931 argues for better-than-floating-point accuracy, which can be achieved with laroer table

guard bits.) Here is the AWE code for the LNS addition alporitnm without ustng any NS

ic instruclions:

BS R2R2RE] R2=z=v_%
RUDMI R1LRIR2 A=y R1=y
SBMI R2.R2.0x(M) - 7=|z| !

P R2,0xcf ROR 12 ;if 7 is big
s | . skip interpolate
R4.B2 L5R 14 ;Rd4=zH=7>=14
F2 B2 R4 LSL 14 :R2=sl=z-(zH=<14)
) R6.R3.R4 LSL 2 :Ré=addr + (zH = |
n RO [R6)0x004 RS =shizH)
R R4 [R6)Lx0D0G R4 = shizH+Dn)
i R4.R4.R5 ie(zH)=(sb{zH+Dt)-shizH))/Dx
RéR4.R2 6 = e(zH)* 2]
)} RIR5,R6 LSR 14 :R2 = sbh(z)

Iy RORIR2 ] ] I'.'I;i'll_"\-..:'.l shiz)

mung R contains x. R2 contains v and B3 contains the starting address of the sz table. the
nal instructions {ADDMI and RSBMI) put the absolute value of their difference (2) into R2
¢ smaller of the two of them into R1. The compare and branch instructions avoic
ation when z is outside of the domain in which the function needs to be tabulated lhe
12 seven instructions implement the interpolation formula. The final ADD combi 1wes the
ated approximation for si(z) with the minimum of + and y, tornung the logarithm of the sum
=d Yo On the AWE, the LDR instruction takes three eveles. and the 32-bit mnteger multiply

cycles. (In order to simplify its implementation, the AWE does not exit earlv on

cation in the way the ARM docs—the testing of the 32-bit word would slow the cvele time
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in our FPGA implementation.) The other eleven instructions are single cycle. The total time fos
[ NS-addition sofiware on the AWE is 33 cvcles.

FPGA IMPLEMENTATION

An advantage of an FPGA is that its functionality can be reconfigured to optimise operations
are important for the application at hand. In this case, the LNS-addition algorithm (ine
interpolation) can be transformed from the above software into equivalent Verilog, making S

addition part of the instruction set of the AWE. This has the potential to speed up the operates
FPGA implementation allows some steps that were done sequentially in §4 to proceed in pe
For example, the summing of sy(zy) to the minimum of x and y occurs simultaneously Wit
fetching of sa(zy + A). Also, the first three instructions are reduced to one or two cycles =

hardware implementation as shown in the following implicit Verilog code:

glse if (ir1[27:24] == 4'b1111)

begin
ir2 <= "CLK{12'hf05,ir1 [19:0]}; S
NOPed SUB —same ops as LADD =
a(posedge sysclk) "ENS; L utifisatic
t<="CLK 'PC; Bp--lops
minreg <= CLK irl[3:0]; /Y i3
maxreg <= "CLK irl[19:16]./X -~
z <="CLK aluout; // X-Y e
ir2 =="CLK {12'hf06,ir2[19:0]};//R5B = = not avail
if (aluouwt[31]) /'msh from SUR L¥cies indi
begin /=X, use RSB aluout meon. The St
@i posedge sysclk) "ENS; e the inte
maxreg <="CLK irl[3:0]; /Y plus other
minreg <= CLK irl[19:16]//X wol, ar
z == "CLK aluout; //Y-X
end ewcles for
end el VLS
Here, "ENS indicates Entering a New State, irl is the instruction register for the decode stags #—A CI5
pipeline (irl[19:16] points to the register that contains X and ir1[3:0] points to the regs B 2SS
contains 1), ir2 is the instruction register for the execute stage of the pipeline (ir2[25:20] g =N-30010
which data-processing operation the AWE's ARM-compatible ALU performs: 05 is subess cost of
and 06 is reverse subtract, Y-X). aluout is the output from that ALU, and minreg and maxsss SATINE
hit pointers to registers that contain min(X, ¥) and max(X. ¥}, respectively. The above colis
SUB and RSB instructions into the instruction register to obtain z. It lakes an extra cyeie et Jes1E
roles of X and ¥ need to be interchanged in order to make z positive. Together with Va T e
shown above, it takes seven or eight cvcles outside of the multiplication for LADD o 2 Ot
Since z; only needs 14 bits, the multiply in the interpolation can stop after 14 cycles. & o sieid
wotal time for the Logarithmic-Add instruction {LADD) is either 21 or 22 ¢ycles.
Unlike the actual coprocessor instructions of the ARM, LADD on == AEISON
{coded in the coprocessor group, 1110) accesses the processors’ general-purposs = i le
(A few additional internal registers that are not accessible to the programmer, like == == ARE
maxreg, are also used.) To simplify the design of LADD, it was assumed that the dess e of [

different register than the registers that contain X or ¥, and it was alse assumed that esse
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and registers may be used by LADD as a scratchpad. LADD chooses the one that contains the
B=r of the operands (pointed to by maxreg) as the scratchpad, leaving the minimum valye
sanged for use at the end of the logarithmic addition algorithm. (Such assumptions are possible
2use this is an FPGA-RISC implementation. where optimisations may be shared between the
peessor and its software—a luxury not possible for conventional PTOCessors, )
& designs were synthesised for the Virtua Computer Corporations’ VW-300 board, which uses
Allinx Virtex-300 FPGA. This FPGA has 3 N72 logic slices

lable 1. Comparison of Implementations
(Assuming these are placed and routed in the same V300 chin

|AWE AWE  LNS/noLNS HSLA
no LNS  with LNS ratio | (ALUonly) ALU +AWE
E; | 27 25 0.92 17 17
bles 53 21-22 04 | & R
s 1 27 1.4 n/'a n'a
hces | 2,471 2,560 .04 2,325 4,796
LA :_11:|:.n.|rir1n! Bl %y 83 % 1.04 759 wion't [il

p-flops ' 784 850 0g | n'a n'a

[s 31,651 3875 LO6 | n/a n'a
= | 35114  37.045 1.5 n'a s

B 2 = not available)
yeles indicate how many clock cycles are required to perform the logarithmic addition
tion. The States are the total number of states in the state machine that controls the hardware.
are the internal |I.'IHLI.'.]1 tables used as the basic component of the FPGA, A slice consists of
plus other logic and flip-flops. The equivalent gates are those reported by the Xilinx
besis tool, and should be viewed as only a hvpothetical estimate of the complexity of the
=3 cycles for the software implementation does not include one evcle to initialise R3 to contain

#cdress of the table. This cycle is not needed in the hardware implementation because, unlike a
mercial VLSI processor, an FPGA processor can be resynthesised to customise the table
Ess for a particular software program. This is one of the ads antages of the reconfigurable

sch—A CISC instruction like LADD need not be quite so complex because i can make some

fying assumptions,

LNS-addition aspect of the AWE shares mam resources with its non-LNS-aspects. The
Enal cost of implementing LNS addition is only 2,560 - 2471 = §9 slices because of this
irce sharing. These slices are mostly devoted 1o implementation of the extra siates of the

thm.

present design does not implement subtraction, Although for the same accuracy, subtraction

more of the external memory than addition'”. the algorithmic complexity of subtraction i
far to addition. It can thus estimate that at most another B9 slices would he required for

ction, yielding a total of 2,560 + 89 = 2,649 slices

IPARISON WITH OTHER LNS FPGAS

ire a few other reports in the literature of FPGA implementations for LNS arithmetic with
B the AWE might be compared. Wazlowski et al. [Waz 1995] report much more limited-
#s10n use of LNS than that propesed here in a re-configurable platform specialised for hidden-
Rov speech recognition.
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Kadlec et al. [Kadlec] report a 32-bit LNS ALU, with comparable precision to the &
considered hiere. It is based on a design promoted by the HSLA project [col 2000], and liks i

design. has the logarithm tables residing off-chip. Kadlec synthesized this for a larger membe B

the same family of FPGAs used here, and thus can be coimpared to my design. (A more m - ijd;
version of Kadlec’s design uses Virtex-E part, and thus cannot be compared directly 1o my desg ; -._~ {.L
The available data for Kadlec's original design [Kadlec] is shown in the right column in T8 'n'“'t_:ir'-"'

above. The clock frequency is roughly two-thirds of that in my design. Kadlec appears 10
significant portion of the resources in a fast integer multiplier for quadratic interpolation, ang
given the limitations of the FPGA, 15 only able to achieve 8-cycle operation. It shoois
remembered that Kadlec only implements an ALU—there is no processor mentioned to conts
operation. A fairer comparison is one between my AWE and Kadlec’s ALU plus a proes
Sin¢e he reports no processor, let us assume that he is using a processor of the same size as the gl
LNS AWE. Since his ALU and processor stand alone from cach other, this combination sedge clk)
require 2,325 + 2,471 = 4,796 slices.

The LNS AWE can achieve 25/21.5 = 1,16 MFLOPs using no more than 2,560 + 89 =

=S 0Nt

~Tedles g

ES Verilo
2 ped here)

{including the estimate for subtraction) slices. Kadlec's ALU with a processor could achieve SROETIL D
2.125 MFLOPs using no more than 4,796 slices. A reasonable figure of merit to compare

against the LNS AWE is MFLOP/slice. This is roughly 4.4-10 for either system. Thus

no more cost effective than the LNS AWE. In contrast, my non-LNS AWE with softeess

a lower figure of merit: 2107, Thus i conclude that it pays to move from sofiwas

hardware reconfiguration (which is done easily within my V300 FPGA), but thers = =

gain in developing a system as complex as Kadlec (which would require a larger. o -
FPGA).

CONCLUSIONS

In ths paper the results shown that a modest investment in FPGA resources, on top & 54
required for a minimal integer-RISC processor, allows significant improvement e

ewCie and the
=n.) Contr
e 10 be moy
“he differer

implementation of LNS arithmetic. For the particular example of 32-bit LNS, an increase
4 percent of the FPGA's resources allows a speedup of about 2.5 for legarithmic additios
improvement is possible because a significant amount of the resources required can be shas
the non-LINS RISC core. In contrast, an earlier attempt [Kadlec] to make a faster LNS ALI

at a much higher FPGA cost. Since the justification for LNS must be stated in terms of :' ”T{J |
7 5 ' s = el 2 . 'y : g 1
cffectiveness. this preliminary experiment with AWE sugpests that a faster LNS implems - :‘Hmm“
[Kadiec] is no more cost effective than an economical implementation (like mine). Sines = Ui conc

: . : ariy P : : new a:

takes half the FPGA resources (in a similar RISC-processor context), my design can be e i,
ilar o T : £ 1 g4 e W g = gq

smaller, less expensive FPGAs, such as the Virtex-300 used in our experiment. ;

Were able to conduct this experiment rapidly because of the convenience of the implici i s

| se=Sponds 1o 3

Verilog, which allows efficient multi-cycle state machines to be coded in a natural algs Sl
form. The enhanced preprocessor described in the following appendix (VITO 1.4) enables o ‘I_.J
implicit Verilog to produce a one-hot state machine that is accepted by a conventional synih

{in my case, Xilinx’s WebPack). VITO is available for download [Amn 1997]. as iz —_.{
[Xil 1999], :

datal

APPENDIX. ENHANCEMENTS TO VITO
In order to synthesize the AWE, i had to extend the semantics of my VITO preprocessor bes
previously published [Arn 1997, Arn 1999] specifications w cope with memories. As as
of this extension, let's consider something much simpler than the AWE. Here is a @
nonsensical. machine specified in implicit Verilog (the macros 'ENS and "CLK are ¢
elsewhere [Sto 1986]):

reg [31:0] a;

F
nEw_a) is tf

el
k.

&1 posedge ol
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=g [31:0] datal, data2;
AWHYS
begin
@iposedge clk) "ENS;
a <= "CLK datal;
@{posedge clk) "ENS;
a <= " LK dataZ;
end

abels on the left cormespond to wires in a one-hot controller. The previous version (1.2) of

} creates a one-hot controller and a corresponding datapath that implements the algorithm
ified in implicit-style Verilog. Here the controller has two states, one for each

sedge clkYENS, The datapath has only the one register, a. in this example. For the above
cit Verilog source code, all versions of VITO (including the improved version 1.4
ribed here) translate this into 2 one-hot controller, with two outputs, whose names are based on
stalement numbers of the original Vernilog (54 and s6 here), as shown in Fig. (1):

|
) et
s v s W * B .0
clk 54 clk
BrELel ¢ lesan |
TR AT
T &
i'l:C_'- NC Fesct

Fig (1). A two-state one-hot controller.

asynchronous reset makes sure that the [lip flop lor the starting state contains a oné in the first
k cvcle and the other flip flop(s) contain zero(s). (An additional flip flop involved in the resct is
shown.) Control statements, such as if or while, would cause the corresponding one-hot
Eroller to be more comphicated, The outputs of the controller are used to tell the datapath what

f The difference between older versions of VITO and the new version used here is in the
path. YVITO 1.2

2d by destination).

_

generates the datapath by extracting all the non-blocking assignments

Ihese then specify continuous assignment{s) to wire{s) (whose names
¢ from the concatenation of "new_" to the destination register):
[31:0] new a;

bzn new a = sd 7 datal : s6 ? data2 : a;

§ corresponds 1o a series of two inputl multiplexors, as shown in Fig. (2).
— tutiedivar i

L —» 0 s D 0 e
i I e T
|
datal | datal 1
54 %61

Fig (2). A datapath that corresponds to Figure 1.

vire (new_a} is the () input to the destination register {whose D output is a in this case)

31:0] a;
2vs (i posedge clk)




IMPLEMENTATION OF FPGA-BASED RISC FOR LNS
ARITHMETIL
BY SOFTWARE & HARDWARE =~

M, H. Abbas

d == new_a,;

Although this works adequately for simple designs up 10 the complexity of accumulator-b
general-purpose compulers [Am 1999], this datapath-generation technique is not powerful ens

to handle the Venlog coding for the register file of a RISC processor in a correct fashion
example, different addresses may be used to access the register file in different states:

reg [31:0] r[15:0];
reg [31:0] datal, data2;
reg [3:0] addrl,addr2;
sl: always
§2: begin
g3 (@(posedge clk) "ENS;
s4:  raddr]] == 'NCLK datal;
si: f@{posedge clk) "ENS;
gh:  r[addr?] <= "NCLK data2:

g7 end

For simulation, & ditferent macro, 'WCLK, 15 required when the destination is a memory, s
rladdrl]. The first state assigns the value datal to the register whose number is specified by
The second state assigns the value datal to a different register given by addr2. For ins
situations like this occur in the coding of the AWE between data-processing and branch-an
instructions. Using VIT( 1.2 with the above would generate the following erroneous code:

wire [31:0] new r{15:0];
assign new rfaddrl}=s4 ? datal : m[addrl];
assign new _rladdr2]=s6 ? data2 : m[addr2];

This is illegal since Verilog does not allow an array of wires. In order to overcome this rest
developed a new version (1.4) of VITO that penerates the datapath in a new way:

reg [31:0] r;

always (@i posedge clk)

begin

rladdrl] <= s4 7 datal : r{addr1];
rladdr2] <= s6 7 data2 : r|addr2):

end

[he semantics of the non-blocking assignment allow these separate assignments to be 2
together int:» a single always block. This coding style is compatible with the IEEE P1364
synthesis standard. and should be synthesizable by any commercial tool that accepts only
style.
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ANODIZING OF ALUMINUM-MAGNESIUM ALLOY
USING CHROMIC ACID PROCESS

Adil A, Al-Hemin Khalid A. Al-Fameli
Chemical Engimeering Department-College of Engineering
University of Baghdad-Trag

ABSTRACT

Aluminum-magnesium alloy has been anodized using chromic acid a5 an clectrolyvte. The effect of
voltage in the range of 15-60V, electrolvie concentration in the range of 20-110 g/, electrolyte
temperature in the range of 30-60 °C and time of exposure in the range 25-85 minutes on the
coating weight of the anodic film are studied. The experimental data was fitted in terms of the
coaling weight and the coefficients of third order polynomial are estimated, Optimum conditions of
the studied vanables are predicted and found equal to 32V, &5 g/, 50 °C and 70 minutes.

EPEVES
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KEY WORDS
Anodizing, Chromic Acid Process, Aluminum Alloy

INTRODUCTION

The maimn processes in use for the anodizang of aluminum employ solutions of sulfuric acid, chromic
acid or a mixture of sulfuric acid and oxalic scid as clectrolytes. (Mher processes have been used in
specilic applications. The chromic acid process is used where a high resistance to corrosion is
required with a minimum loss of metal section. They are also used where an enamel-like decorative
finish i required and for the detection of flaws in castings and for the treatment of riveted and other
assembled parts (Canning, 1970; Al Anodizing Council 20017,

The chromic acid anodizing process for comrosion protection of structural aluminum allovs was
invented amd subscquently patented by Bengough and Stuart in 1923, Their process utilized a
complex voltage control procedurs for time intervals apphcd o aluminum alloys in a 3-5% by
weight chromic acid aqueous solution operated at 38-42 "C, the voltage is increased in steps [tom 0
tor /50 volis (Henley, 1982). In 1937, Robert W. Buzzard at the National Bureau of Standards
tound that by increasizg the chromic acid concentration o 10% by weight, the complicated voltage
variance cycle could be eliminated and the process time decreased (10% chromic acid process).
Their process operated al a temperature of 55 "C and 30 volts {Canning, 1970).
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The unﬂ-&na! chromic acid anedizing process invented and subsequently patented by Turns and
Forrester in 1981, This invention provide a universally acceptable chromic acid anodizing process
that could be employed for all of the aluminum alloy parts that were 1o be anodized. A universal
process mvolves & 3-20%%6 by weight chromic acid. In general the optimum conditions obtained
were: 20V, 40 °C and 45 minutes. It should be noted that an applied voltage value of 20V was due
to the lact that the alloys used have a relatively l'ugh content of total alloying clement (7.5%).
Sulfuric acid mudmng requires 600 mg/ft° (64.6 megdm®) to provide corrosion resistance
equivalent to 200 mg/ft’ (21.5 mwdm®) for chromic acid anodizing as stated in Mil-A-8625
(Defence Dept. USA, 1993), Unlike the sulfuric acid process, in the chromic acid anodizing, any
electrolyte remaining after inadequate washing, or due to seepupe from flaws in the metal, will
leave an easily detected yellow stain. For this reason this process is mandatory for anodiced items
which will be in contact with explosives, propellants or pyrotechnics and is preferred for anodized
iterns which are to remain in close proximily 1o explosives, propellants or pyrolechnics (Ministry OF
Defence UK, 1997) .

In this investigation the coating weight of anodic film of aluminum-magnesium alloy in chromic
acid anedizing process was studied. The effect of the operuting conditions on the coating weight
were also shadied and optimized.

EXPERIMENTAL WORK

The specimens used for this study were aluminum-magnesium alloy cut into a dimension of (12 % 1

x .24) em. The analysis of aluminum-magnesium alloy by weight percent as follows: aluminum
8%, copper 0.023%, zine 0.45%, magnesium 1.51%, lead 0.002% and silicon 0.015%.

The variables stodied were: voltage, temperature, acid concentralion and time. The first three
variables were studied by factorial method and the last variable was studied at the best conditions of
the first three. Their amrangement is shown is us shown bellow.

The range of the operating conditions studied were as follow:

Xy = Voltage (V) 15-60V
Xz = Acid concentration (Ca) 20-110 g/1
X3= Temperature (T) 30-60°C
X =Time (1) 253-E5 min.
The relationships between the coded levels and the corresponding real vardables as follows:
X AT 5)
Xy = — (1)
: 22.5
P )
ol = (2)
1 X' ] _15]
'ri sl ‘: - P {3}
' 13
24X ; —33)
X,y =X e =33) 4
30
Procedure

1- Pretreaument: Prior to anodizing the specimen was treated with the following processes:

¢ -Chemical Cleaning: Chl, grease and  general dirt were properly removed  with
trichlorocthylene at 25 °C. Grease tends to float on surface, which was removed later by
filtration, After this stage the specimen rinsed in running water then by distilled waler (o remove
the excess trichloroethylene on the specimen (Ministry of Defence UK. 19953,

+ -Stripping Anodic Coating: Defective anodic coatings cannot conveniently be louched up;
stripping and re-anodizing arc necessary. Anodic coaling was stripped in a solution containing
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phosphoric acid (3.5 vol.%) and chromic acid (2.0 wt.%) at 99 °C and for 10 min., afier this
slage the specimen rinsed in running water then by distilled water to remove the excess solution
on the specimen (Ministry of Defence UK 1997).

= -Eiching: 3% by weight sodium hydroxide solution was used with an operating temperature of
40-50 °C. The specimen was placed in the etehing solution for a period of 5 min., after this stage
the specimen rinsed in runnming water then by distilled waler lo remove the excess sodium
hvdroxide on the specimen { Alubook-1.exical, 2002},

* -Lesmuiing. The specimen was treated in solution contain (30 vol, %) nitric acid and (5 vol®a)
hydrofluoric acid for about § min. at 25 °C to remove the black layer that formed on the surface
and to activate the surface for the anodizing afterward the specimen was rinsed with running
water followed by distilled water, dried by means of air (Ministry of Defence, UK, 1995).

Z- Anodizing: A schemalic representation of the experimental apparatus is shown in Fig. (1).
Two direct current power supplies connected in series were incorporated with the anodizing
cell to supply the electrodes a maximum current of SA and a voltage of 60V, The anodizing cell
{onc liter capacity) was placed on a magnetic stirrer heater to heat the electrolyte solution and
maintains good mixing of the solution to prevent temperature lavering in the anodizing cell. A
thermostat was connected with power supply heater to control the \emperature desired for the
solution throughout anodizing time. The aluminum specimen was connected (o the positive
terminal where it becomes anode, while the stainless steel article was connected to the negative
terminal to be the cathode. The two electrodes were held by means of jigs and PVC ruck, such
only 23 em’ of each electrodes surface was immersed. The ammeler and voltmeter were
connecled to the electric circuil, to measure the current and voltage for the circuil during the
DIOCESS.

(10
e |

-

.

(%)

(1) Magnetic stirrer heater,
(2} Anodizing cell.
(31 Anode.

{4} Thermometer,

{5) Cathode,

(6) magnetic bar.

{7} Thermostat.

(B) Ammeter.

() IMC power supply.

(L YVolimeter. 7 .
£ 3

Fig. (1) Schematic diagram for the whole assembly of experimental work,

(1)
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3« dealing: The final stage is the sealing process where the specimen was immersed in a one liter
solution containing 100 g of potassium dichromate and 18 g of sodium carbonate in distilled
water. The solution was kept al temperature 99 °C. The immersion time was 10 min. and the pH
of solution was maintained between 6.3-7.4 by the addition of chromic acid or sodium hydroxide
{Ministry of Defence UK, 1997}

DISCUSSIONS
A third order polynomial equation is employed for the three variables (voltage™X,”, acid
concentrativn"X," and temperature"X:"). The coating weight is represented by the response Y of
the model equation to be constructed. The gencral form of third order polynomial is written as
follows:
Yoo vo Xi+a, X, +a X +0, X+ o, X va, X va X, X, va, X, X, 0 a,

X, X, +a, X +a X +a, X +a. X X X va, X X +a, X X 4a,

Xlxl:.-'-ﬂlTX?X'lz +":'ru-x1-']|:r11+“|u-'rjrjz {3}
The coelbcients of equation (5) can be determined by Quasi-Newton method using software
program "STATISTICA, Version 53",
The litted response of the equation (5) 15:
F=2T3.555 8804 X, +45X, +32.167 X, -6923 X +0.21 1(" ~B.901 X'

~3A54 X X v 265X, K, 283K, X, 40 T5T XY S 0454 XD 240

Xy =076X X, X, +0.M9X, X +041X X -0.0544, X! 0223 X,

Xl-055 X, X 02001 %, X} (6
The analysis of variance (F-test) is used [or (esting (he significance of each effect in cquation (&),
The significance of cffects may be estimated by comparing the value of the ratio a2/
{slandard errors)2 with critical value Foes(1, 44) = 4.06 of the F-distribution al 95% level of
confidence with | und 44 degree of frecdom. If the ratio a*/(standard errors)® > 4.06 then the effect
15 sigmificant. The new response function is then wrillen as follows:
Y=2T31555-8.874X, +4.5.X, +32167X, ~6.923X7 ~R90 1Y 3454 X, A,

+2615%, X, -283 X, X, +0.757X) - 240LY) ~0.76X, X, X,~0.554%,.%
(N
Employing equations (1, 2 and 3} to conver! the coded values to real values as follows:
W, 995443875V —0.2362F° +0.0018/" +0.57C, 844427 422377

—0.019208T 7 +0.0134T C, + 03056 F T+ 0030, ¥ —0.00137C, ¥ T
— (0001991 T (&}

It is important to find the optimum conditions for the operating variables, Taking the first derivative
of cquation {8) for the response We with respect to each variable and equaling 1o zero as follow:
aw.. %
ar
o ; ;
=057+ 001347 4 003 F =001 37F T =0 (1
'I:{Ir“
g,

e

L
solving these three equations, it is found that the valucs were:

=3.875—04724F + 0.0054 1% + 03056 T+ 0.03C , —GOHITC, T-0.00398F =0 (9)

=—84.442+ 4.474T - 00576 T +0.01 34 C, =03056F 000137C , F =099 K =0 (1
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A third order polynomial equation is employed for the time variable {X4) at best operating
conditions, '
The coating weight is represented by the response Y of the mathematical model to be constructed.
The general form of third order polynomial is written as follows:

Y=hob X, +b, X]+b X} {12)

The fitted response of equation (12} is:

F=336086+28.8X, -11.893 X +095 X%} 1137
Employing equation (4) 1o convert the coded value 1o real value as follow:

W.=23.84+10.2897-0.0993 1% + 0.0002815¢° {14}

Teking the first derivative of equation (14) for the response W with respect 10 1 and
equating to 7ero as follows:
T
r?=lﬂiﬂﬂ 01986 ~84.45%107 7 =0 (15)
Solving this equation, it is found that the value was: 7= 7 /i
T'he statistical snalysis of the response function showed that the temperaturc is the factor which has
the largest effect on the coating weight, since its coefficient in eguation {6} is greater than the
cocfficients of the other variables. Figs. (2 and 3) show the effect of temperature on the coaling
weight at different voltages and acid concentrations respectively.

20 — — 1
1.11| | PR )
e By
= 0
% | e L
gx'-"l |
1
ol L ==
|3 |
§ o .// B
1] —
|
n — Friara—
i} 1] £ 5 [} ]

Temgasraiim ("C1

Fig. {2) Effect of temperature on coating weight at different voltages
{Ca= 65 g/l, t= 55min.).

Examining these figures one can see that the coating weight or thickness of anodie lilm increased as
the temperature increased in the range between 30-50 "C. But the coating weight decreased as the
lemperature increased from 50 "C 10 60 "C.
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Fig. (3) Effcct of temperature on coating weight at different acid concentrations
(V= 375V, = 55min.).

This behavior is due to the ¢ffect of increasing temperature on coating weight by two inverse ways,
The first way, when the temperature increased, the current density increased therefore the formation
raie of anodic coating increased, this behavior is in agreement with Arhenious theory. On the other
hand further increase in temperature results in the increuse of the dissolution rate of anodic coating
mereased.

From Fig. (2), it is clear that, increasing the temperature from 30 °C to 50 °C gave an increase in the
formation rate of anodic coating larger than (he increase in the dissolution rate of anodic coating
therefore the positive net from these two factors represented by the increase in the coaling weight.
On the contrary, increasing the temperature up 1o 60 "C gave a negative net epresented by the
decrease in the coating weight.

Figs. (4 and 5) show the effect of voltage on the coating weight at different temperatures and acid
concentralions respectively.

Examining these figures one can see that the coating weight increased as the voltage increased from
13V 1o 30V. Moreover the coating weight decreased a5 the voltage increased from 45V and higher,
Fig. {4) shows that the gradient in the coating weight was increased as temperature decreased, when
mereasing the voltage above 30V,

From Fig. (5) it can be seen that at low voltage with high acid concentration a good result For
coating weight, Beside that the same result can be achieved ar high voltage with low acid
concentration.  This behavior is consistent with operation conditions of known processes
(Bengough Stuart process using acid concentration 50 g/1 and 40/50 V, 10% chromic acid process
using acid concentration 100 g/1 a1 30V,

Figs. (6, 7) show the effect of acid concentration on the coating weight at difTerent lemperatures,
voltages respectively. Fig. (6) shows that the coating weight increased as the acid concentration
inereased for low temperature (30-40 °C), and a large rising is achieved as temperature decreases in
this range. On the contrary the coating weight decreased as acid concentration increased lor high
temperature (50-60 "C} and large gradient is achieved as temperature increases in this range. From
Fig. (3), it 15 clear that the reflection point of this behavior occur at 45 "C,
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Fig. (7) shows that the coating weight increased as the acid concentration increased for low vollage
{15-30V) and a Jarge rising can be achieved as voltage devreases in this range. Farther more the
couting weight decreased as acid concentration inereascd for high voltage (45-60V) and a large
gradient can be uchieved as voltage increases in this range. From Fig, (5), it can be noted that the
reflection point of this behavior ovcurs at 37.5V.
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Fig. {7 Effect of acid concentration on coating weight at different voltages (1" 45 °C, 1= 55 min.).

Fig. (8) shows the effect of time on the coating weight al optimum operating conditions
{32V, 85 g/l, 50 °C).

Examining this figure one can see thal the coating weight increased as the time increased in the
range between 25-70 min. Moreover increasing the time of anodizing more than 70 min. had no
significent effect. In this case the formation rate of anedic coating fs equal to the dissolution rate of
the anodic coating. Thus the time 70 min. is taken as the recommended optimum time.
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Fig. (8) Effect of ime on coating weight (C.~ 85 g/l, V=32V, T= 50°C).

While, the mathematical optimum time is equal to 77 minutes, This time value is obtained due to
that a small change in coating weight between 70 and 85 min. gave a maximum point at 77 min.

CONCLUSIONS
A third order polynomial of the ohjective function ( coating weight gave adeguale description of
the process m terms of temperature, acid concentration and applicd voltage (equation § . While

equation 14 describe the process variation with tme al optimum valves of temperature,
concentration and voltage. And these are given below.
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It was, also, found that the recommended operating conditions for anodizing aluminum alloy by
chromic acid process were:

a- Temperature: 30 °C.

b-  Voltage: 32V,

¢-  Acid concentration: 83 /1,

d- Time: 70 min, (during the first ten minutes the voltage gradually raised al a rate of 3.2V/min.).
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GROUPING IN CELLUAR MANUFACTURING SYSTEMS
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ABSTRACT

in this paper existing group technology techniques are reviewed and an alternative method using
probabilistic approach to machine-components grouping in cellular manufacturing systems is
introduced where it is based on production flow analysis, which uses routing information, A
commoen feature of this approach iz that it sequentially rearranges row and colurmns of the machine
part incidetice matrix according to predefined index and block diagonal is generated. The steps of
this method are to assign the 1's in each row and column a probability weight, which alternately
rearranged 1n descending order until 4 block diagonal matrix is ereated. It does not need 1o decide in
advance, the number of required cells. It also overcomes the limitation of computational
complexity, inherited in exiting group technology methods, espesially for large scale and complex
problems.
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INTROIMICTION

Group technology (GT) is one of the important techniques used in the formation of cellular
manufacluring system. It is used for the purpose of translermring the advantages of flow production
organization to be oblained in wiat otherwise would be jobbing or balch manufacture. GT is
defined as the discipline of identifying things; such as parts, processes, cquipment, wols, people,
and customers; by their attributes. These attributes are then analyzed to identify similarities between
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among them. These things are then grouped according to similaritics. GT is uscd to increase
efficiency and effectiveness ol managing (he cellular manufacturing svstem (Hunz, 1989).

Cellular manufacturing sysiem as an application of group technology concept is delined as the
pursuit of smaller baich production of discrete parts, in which the manufacturing svstem is
decomposed into sub-systems (cludters of dissimilar machines located in close proximity) each of
which is viewed as an independent entity dedicated 1o the prosduction of sub-set of similar parls
( Ballakur and Steudel, 1987),

Production flow analysis is a method for group technology, developed by Burbidge (1971), which
has particular appeal in that it requires no special part coding system, is relatively simple to
implement and can be applied to the reorganization of existing, as well as the design of a new
manufacturing systems. The method involves a number of stages, which are described in more
details by Burbidge (19735).

Using route card data, a machine-component matrix is prepared, in which the rows represent
machines and the columns represent components, or viee-versa, 1f the ccll entry A =1, it indicates
that machine *1” makés component =37, or 1f =0, then there is no relation between the two. So, the
complele matrix 1s a random array of (s and 1's. The clustering algorithms, which this paper
discusses, rely on these assumptions that the machines and components can be partitioned ino
matched groups of machines and components. These will be represented as clusters along the
diagonal of the matrix. This visual presentation of the possible constitution of the cells is the key
meril of these methods,

In this paper. the probabilistic relation between the occurrence of the operations of the components
on the machines that will perform it and the order that it 1s performed is taken into considerations so
as the final 0-1 matrix, representing lhe clustering gives the groups of machines that will be
assignedd 1o the manulactunng of the components. It is more accurate and guicker to cvaluate the
machine-component groups,

GROUP TECIINOLOGY METHODS
There are several methodologies developed based on clusier analysis. These are;

atrix Formulation

In matrx formulation a (0-1) machine-part incidence matrix ay is constructed. in which elements

1{1} indicate that machine i is used (not used) o process part j. Normally the machine-part

ncidence matrix constructed based on the production route data. To arranpe the matrix inte block

diagonal form, a number of methods were developed such as:

a- Similarity cocflicient, the procedurs uses the route information represented by the machine-part
incidence matrix to compute the similarity cocfficient between machines (i} and (k). The
similarity coefficient Sp, is the number of parts, which visit both machines “i* and k' divided by
the number of parts, which visit at least one of them. Then based on this machine groups are
gencrated. The 1" research that invelved in developing this type of technique was
(MeAuley, 1972). Then he was fellowed by many others as have been evaluated and/or surveyed
by (Shafer and Rogpers, 1993 and 1994), (Scifoddini and Hsu. 1994), (Loh and Layior, 1994),
(Seifoddini and Djassemy, 1995) and (Mosicr ¢t la, 1997).

b- Array Based Clustering, this method is based on production flow analysis, which uses routing
information. A common leature of this approach is that it sequentially rearranges rows and
columns of the machine-part incidence matrix according to a predefined index and block diagonal
15 generated. Kmg (1980) developed the Bank Order Clustering (ROC). The BEmitation of the
BROC  method was  overcame by  introducing  the  improved method (ROC2),
{King and Nakomchai, 1982}, The method was furtherly developed by introducing the block and
slice method known as (MODROC), (Chandrasekharan and Rajagopalan, 1986). A non-
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hicrarchical clustering algorithm was developed, called “ GRAFICS™, (Srinivasan and Narendran,
194913,

¢- Fuzzy Clustering, the presence of uncertain or vague information of part features, demand or
processing time ete., ereate an inefficient sofution, if grouping problem is solved by deterministic
type of algorithms. Furzy clustering or fuzzy mathematical programming provides a good .
solution for cell formation with vague information. The 1% presentation of a fuzey mathematics
for part family formation problem was introduced by (Xu and Wang, 1989). Method based on
fuzzy set theory was introduced by (Zhung and Wang, 1991). while a method based on a fuzzy ¢-
means clustering algorithm for cell formation was proposed by (Chu and Fayva, 1991), and
fuzzy logic approach to consider parts features was presented by (Narayanaswamy and others,
1996). A" fuzzy mixed-integer programming is proposed o minimize the eost o exceptional
elements, (Tsai and others, 1997).

Rank Order Clustering Algorithm

The rank order-clustering algorithm (ROC), introduced by (King, 1980}, represents route card data
a5 a binary matrix. Using a pesitional weighing technique for the *17 entries in the mateix, the rows
and columns are alternatively rearranged in order of decreasing rank. The result is a dia pgonalization
of the 1's into several clusters. If independent machine-component groups do exist in the sample
duty provided, each machine will occur in only one cluster. Components will be uniquely assigned
to any one of the clusters. Using this algorithm, the analvst can obtain a visual assessment of the
machine groups and the associated families of parts simultancously. With such an approach, a very
valuable preliminery assignment of machines can be obtained because, if a large number of
machines are shared over several clusters, plans {or cellular manufacture can be shelved at the
outset, There are few weaknesses in this algorithm, which affect its performance, caused by two
types of cell entries, which prevent cluster formation and create dispersion away from the diagonal.

These are (Tsai and others, 1997);

a-  Exception elements: these are a few cell entries that occur vutside a pair of clusters. However,
only one cluster can contain that maching, resulting in an inter-cell move of the other
components requiring that machine to complete their processing. The occurrence of such entries
i expected but the ROC solution is disrupted, due to the method adopied for ranking. It reacts
un pairwise comparison of ¢ell entrics in the lefimost column (when ranking rows) and topmost
(when ranking columns). So if the positional oceurrence of these elements is such that they
influence the ranking, poor cluster formation will result.

b- Bottleneck machines: these are machines that are used by a large number of components. Since
these compenents can be expected W be dispersed over more than one cluster, such machines
musl appear in more than one row in the matrix. Otherwise, the ranking procedure creates lurge
dispersed cluster with many machines and components contained in them.

The ROC algorithm work only after these two types of clements are identified and suppressed afier

visual analysis of the initial matrix solutiens. Such prior assumptions bias solution, especially as the

algorilhm must indicate exceplions and bottleneck machines, not relvy on their lemporary
suppression to be effective. Other drawbacks are;

% An inavility to analyze large matrices since the binary words lengths increase, Rows and
columns are compared pair wise increasing the number of comparisons necessary for a
solution. The ranking being dependent on the positional coordinates of the entrics in the
matrix. The complete matrix needs to be analyzed, which increases computational time.

“ *Inconsistency in the number of clusters, the identity of the exceptional elements and the
machine

—component constitution ol the clusters, is depending on the initial input matrix.

% Total neglect of load figures to decide the allocation of bottleneck muchines among the clusters,
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PROBABILISTIC APPROACH ALGORITHM
To overcome most of the limitation of other methods, the fullowing approach is sugpested. 1t will:
a- Use the machine-component matrix only, with no need for special coding or rearrangement to
[1l particular solulion.
b- Simplify the identification of both exceptional elements and bottlencek machines by grouping
correctly all the machines,
c- Ability to analyze large matrices, sinee it is only dealing with small values in comparison.
If there are M machines processing N components, then a machine i is assigned to process
component j, hence their relation can be expressed by an incidence matrix A(Lj=0, otherwise
Ali "1, The objective of the method is to rearrange the machine-component incidence matrix such
that the element “[™ focuses on the diagonal blocks of the matrix. This is achicved by introducing
the probability of each component j processed on machine i, by means of determining the total
number of components and then finding the probability of eccurrence of each one independently by
using the formulas:
Total number of components performed on machine i, which is indicated by ( TOTC;), is:

M
FOT=
=l
Frobability of occurrence of component j on machine i, which is indicated by ( P{X, ibh s

1 ' Rt
{ |._|} .-In[.':. ;

Therefore the sum of each machine i, which ts indicated by (SUMC)), is: stumc = ﬁ PiX. 1%

Then this 15 sorted in decreasing value order, the ones with the same value are arhﬁm.ry ordercd in
the same order in which they appear in the current matrix.
sumilarly, the same i done for the machines. i.c.:
Total number of machines used by component j in accordance (o its process technology,
ol
indicatedby (TOTM,), is: TOTM =3 Y,
: il
Prebability of oceurrence of machines i used by component j for progessing, which s indicated
2 1
oy (PLY, . D). is: (PLY. )= :
:rll: q. 1,].¥. lq. :. J}] l.{.:l_I.MI
Therelore the sum of cach component j, which is indicated by (SUMM,), is:
M
1IN, =£P{Ki;} il

1]

Then this is sorted in decreasing value order; the ones with the same value are arbitray ordered in
the same order in which they appear in the current malrix.

At the end of cach stage the total of the rows and columns for the current matrix. indicated by
GRLTOT, =SUMC, + HiIMMj. where k=1,.......n; is determined and then compared with

previous one. 1 they are equal then the method is terminated i.e. it has reached its optimum and
then they are the clusters which gives the groups. Otherwise it is repeated with same steps as above.
Fig. {1} indicates the flow chart for the algorithm.

The algorithm can start with any form of a machine-componen! matrix since it is an iterative
approach that will converge to the optimal solution in a finite number of iterations,

PRACTICAL APPLICATION

The algorithm then was programmed on a computer using data from a company =0 #s to find the
optimum number of g oups. The application uses {42) machines and (72) components, as shown in
Tabile (1) below,
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Determine
GRIYTOT,

Fig. { 1) continued
Then applying the algorithm produced, the result shown in Table (2).

Table (2Z) The resulted matrix after the application of the algorithm
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EXCEPTIONAL ELEMENTS

T'here were many exceptional clements in the [inal matrix, and then a re-assignment was made to
these elements. This has resulted in determining the group matrix as shown in Table (3). This group
malrix contains three groups, without any exceptionul parts.
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Table {3) Groups alter re-assignment

O0003011002351322453586422351304453524567246603344462 1566667 76011150
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CONCLUSHONS

The method introduced in this study has simplified the calculation for the { 0-1) matnx because of
the use of probability which lead fo the use of small numbers in calculations and therefore less time
necded in th: manupalation of the group matrix.

Alse the introduced methoed is able easily to deal with a large number of components and machine
without having 16 extend memory or splitting of matricies.
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ABSTRACT

in this paper existing group technology techniques are reviewed and an alternative method using
probabilistic approach to machine-components grouping in cellular manufacturing systems is
introduced where it is based on production flow analysis, which uses routing information, A
commoen feature of this approach iz that it sequentially rearranges row and colurmns of the machine
part incidetice matrix according to predefined index and block diagonal is generated. The steps of
this method are to assign the 1's in each row and column a probability weight, which alternately
rearranged 1n descending order until 4 block diagonal matrix is ereated. It does not need 1o decide in
advance, the number of required cells. It also overcomes the limitation of computational
complexity, inherited in exiting group technology methods, espesially for large scale and complex
problems.
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INTROIMICTION

Group technology (GT) is one of the important techniques used in the formation of cellular
manufacluring system. It is used for the purpose of translermring the advantages of flow production
organization to be oblained in wiat otherwise would be jobbing or balch manufacture. GT is
defined as the discipline of identifying things; such as parts, processes, cquipment, wols, people,
and customers; by their attributes. These attributes are then analyzed to identify similarities between
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among them. These things are then grouped according to similaritics. GT is uscd to increase
efficiency and effectiveness ol managing (he cellular manufacturing svstem (Hunz, 1989).

Cellular manufacturing sysiem as an application of group technology concept is delined as the
pursuit of smaller baich production of discrete parts, in which the manufacturing svstem is
decomposed into sub-systems (cludters of dissimilar machines located in close proximity) each of
which is viewed as an independent entity dedicated 1o the prosduction of sub-set of similar parls
( Ballakur and Steudel, 1987),

Production flow analysis is a method for group technology, developed by Burbidge (1971), which
has particular appeal in that it requires no special part coding system, is relatively simple to
implement and can be applied to the reorganization of existing, as well as the design of a new
manufacturing systems. The method involves a number of stages, which are described in more
details by Burbidge (19735).

Using route card data, a machine-component matrix is prepared, in which the rows represent
machines and the columns represent components, or viee-versa, 1f the ccll entry A =1, it indicates
that machine *1” makés component =37, or 1f =0, then there is no relation between the two. So, the
complele matrix 1s a random array of (s and 1's. The clustering algorithms, which this paper
discusses, rely on these assumptions that the machines and components can be partitioned ino
matched groups of machines and components. These will be represented as clusters along the
diagonal of the matrix. This visual presentation of the possible constitution of the cells is the key
meril of these methods,

In this paper. the probabilistic relation between the occurrence of the operations of the components
on the machines that will perform it and the order that it 1s performed is taken into considerations so
as the final 0-1 matrix, representing lhe clustering gives the groups of machines that will be
assignedd 1o the manulactunng of the components. It is more accurate and guicker to cvaluate the
machine-component groups,

GROUP TECIINOLOGY METHODS
There are several methodologies developed based on clusier analysis. These are;

atrix Formulation

In matrx formulation a (0-1) machine-part incidence matrix ay is constructed. in which elements

1{1} indicate that machine i is used (not used) o process part j. Normally the machine-part

ncidence matrix constructed based on the production route data. To arranpe the matrix inte block

diagonal form, a number of methods were developed such as:

a- Similarity cocflicient, the procedurs uses the route information represented by the machine-part
incidence matrix to compute the similarity cocfficient between machines (i} and (k). The
similarity coefficient Sp, is the number of parts, which visit both machines “i* and k' divided by
the number of parts, which visit at least one of them. Then based on this machine groups are
gencrated. The 1" research that invelved in developing this type of technique was
(MeAuley, 1972). Then he was fellowed by many others as have been evaluated and/or surveyed
by (Shafer and Rogpers, 1993 and 1994), (Scifoddini and Hsu. 1994), (Loh and Layior, 1994),
(Seifoddini and Djassemy, 1995) and (Mosicr ¢t la, 1997).

b- Array Based Clustering, this method is based on production flow analysis, which uses routing
information. A common leature of this approach is that it sequentially rearranges rows and
columns of the machine-part incidence matrix according to a predefined index and block diagonal
15 generated. Kmg (1980) developed the Bank Order Clustering (ROC). The BEmitation of the
BROC  method was  overcame by  introducing  the  improved method (ROC2),
{King and Nakomchai, 1982}, The method was furtherly developed by introducing the block and
slice method known as (MODROC), (Chandrasekharan and Rajagopalan, 1986). A non-
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hicrarchical clustering algorithm was developed, called “ GRAFICS™, (Srinivasan and Narendran,
194913,

¢- Fuzzy Clustering, the presence of uncertain or vague information of part features, demand or
processing time ete., ereate an inefficient sofution, if grouping problem is solved by deterministic
type of algorithms. Furzy clustering or fuzzy mathematical programming provides a good .
solution for cell formation with vague information. The 1% presentation of a fuzey mathematics
for part family formation problem was introduced by (Xu and Wang, 1989). Method based on
fuzzy set theory was introduced by (Zhung and Wang, 1991). while a method based on a fuzzy ¢-
means clustering algorithm for cell formation was proposed by (Chu and Fayva, 1991), and
fuzzy logic approach to consider parts features was presented by (Narayanaswamy and others,
1996). A" fuzzy mixed-integer programming is proposed o minimize the eost o exceptional
elements, (Tsai and others, 1997).

Rank Order Clustering Algorithm

The rank order-clustering algorithm (ROC), introduced by (King, 1980}, represents route card data
a5 a binary matrix. Using a pesitional weighing technique for the *17 entries in the mateix, the rows
and columns are alternatively rearranged in order of decreasing rank. The result is a dia pgonalization
of the 1's into several clusters. If independent machine-component groups do exist in the sample
duty provided, each machine will occur in only one cluster. Components will be uniquely assigned
to any one of the clusters. Using this algorithm, the analvst can obtain a visual assessment of the
machine groups and the associated families of parts simultancously. With such an approach, a very
valuable preliminery assignment of machines can be obtained because, if a large number of
machines are shared over several clusters, plans {or cellular manufacture can be shelved at the
outset, There are few weaknesses in this algorithm, which affect its performance, caused by two
types of cell entries, which prevent cluster formation and create dispersion away from the diagonal.

These are (Tsai and others, 1997);

a-  Exception elements: these are a few cell entries that occur vutside a pair of clusters. However,
only one cluster can contain that maching, resulting in an inter-cell move of the other
components requiring that machine to complete their processing. The occurrence of such entries
i expected but the ROC solution is disrupted, due to the method adopied for ranking. It reacts
un pairwise comparison of ¢ell entrics in the lefimost column (when ranking rows) and topmost
(when ranking columns). So if the positional oceurrence of these elements is such that they
influence the ranking, poor cluster formation will result.

b- Bottleneck machines: these are machines that are used by a large number of components. Since
these compenents can be expected W be dispersed over more than one cluster, such machines
musl appear in more than one row in the matrix. Otherwise, the ranking procedure creates lurge
dispersed cluster with many machines and components contained in them.

The ROC algorithm work only after these two types of clements are identified and suppressed afier

visual analysis of the initial matrix solutiens. Such prior assumptions bias solution, especially as the

algorilhm must indicate exceplions and bottleneck machines, not relvy on their lemporary
suppression to be effective. Other drawbacks are;

% An inavility to analyze large matrices since the binary words lengths increase, Rows and
columns are compared pair wise increasing the number of comparisons necessary for a
solution. The ranking being dependent on the positional coordinates of the entrics in the
matrix. The complete matrix needs to be analyzed, which increases computational time.

“ *Inconsistency in the number of clusters, the identity of the exceptional elements and the
machine

—component constitution ol the clusters, is depending on the initial input matrix.

% Total neglect of load figures to decide the allocation of bottleneck muchines among the clusters,
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PROBABILISTIC APPROACH ALGORITHM
To overcome most of the limitation of other methods, the fullowing approach is sugpested. 1t will:
a- Use the machine-component matrix only, with no need for special coding or rearrangement to
[1l particular solulion.
b- Simplify the identification of both exceptional elements and bottlencek machines by grouping
correctly all the machines,
c- Ability to analyze large matrices, sinee it is only dealing with small values in comparison.
If there are M machines processing N components, then a machine i is assigned to process
component j, hence their relation can be expressed by an incidence matrix A(Lj=0, otherwise
Ali "1, The objective of the method is to rearrange the machine-component incidence matrix such
that the element “[™ focuses on the diagonal blocks of the matrix. This is achicved by introducing
the probability of each component j processed on machine i, by means of determining the total
number of components and then finding the probability of eccurrence of each one independently by
using the formulas:
Total number of components performed on machine i, which is indicated by ( TOTC;), is:

M
FOT=
=l
Frobability of occurrence of component j on machine i, which is indicated by ( P{X, ibh s

1 ' Rt
{ |._|} .-In[.':. ;

Therefore the sum of each machine i, which ts indicated by (SUMC)), is: stumc = ﬁ PiX. 1%

Then this 15 sorted in decreasing value order, the ones with the same value are arhﬁm.ry ordercd in
the same order in which they appear in the current matrix.
sumilarly, the same i done for the machines. i.c.:
Total number of machines used by component j in accordance (o its process technology,
ol
indicatedby (TOTM,), is: TOTM =3 Y,
: il
Prebability of oceurrence of machines i used by component j for progessing, which s indicated
2 1
oy (PLY, . D). is: (PLY. )= :
:rll: q. 1,].¥. lq. :. J}] l.{.:l_I.MI
Therelore the sum of cach component j, which is indicated by (SUMM,), is:
M
1IN, =£P{Ki;} il

1]

Then this is sorted in decreasing value order; the ones with the same value are arbitray ordered in
the same order in which they appear in the current malrix.

At the end of cach stage the total of the rows and columns for the current matrix. indicated by
GRLTOT, =SUMC, + HiIMMj. where k=1,.......n; is determined and then compared with

previous one. 1 they are equal then the method is terminated i.e. it has reached its optimum and
then they are the clusters which gives the groups. Otherwise it is repeated with same steps as above.
Fig. {1} indicates the flow chart for the algorithm.

The algorithm can start with any form of a machine-componen! matrix since it is an iterative
approach that will converge to the optimal solution in a finite number of iterations,

PRACTICAL APPLICATION

The algorithm then was programmed on a computer using data from a company =0 #s to find the
optimum number of g oups. The application uses {42) machines and (72) components, as shown in
Tabile (1) below,
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Determine
GRIYTOT,

Fig. { 1) continued
Then applying the algorithm produced, the result shown in Table (2).

Table (2Z) The resulted matrix after the application of the algorithm
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EXCEPTIONAL ELEMENTS

T'here were many exceptional clements in the [inal matrix, and then a re-assignment was made to
these elements. This has resulted in determining the group matrix as shown in Table (3). This group
malrix contains three groups, without any exceptionul parts.
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Table {3) Groups alter re-assignment

O0003011002351322453586422351304453524567246603344462 1566667 76011150
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CONCLUSHONS

The method introduced in this study has simplified the calculation for the { 0-1) matnx because of
the use of probability which lead fo the use of small numbers in calculations and therefore less time
necded in th: manupalation of the group matrix.

Alse the introduced methoed is able easily to deal with a large number of components and machine
without having 16 extend memory or splitting of matricies.
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ABSTRACT

Experiments were carried out to study the local and average heat transfer by mixed convection to a
simultaneously developing air flow in a horizontal . inclined, and vertical concentric c¢ylindrical
annulus. The experimental sctup consists of an annulus has a radius ratio of 0.555 and inner
cvlinder with a heated length 1.2m subjected to the constant heat {lux while the outer cylinder is
subjected to the ambient temperature. The investigation covers Revnolds number range from 154 to
845, heat (lux varied from 96 W' to 845 W/m®, and annulus angles of inclinations ¢ =0°
(horizontal), 40°, 70°, and 90° (vertical). Results demonstrate the temperature variation along the
imner cylinder surface and the local Nusselt number Nu, variation with the dimensionless axial
distance . for all angles of inclinations which shows an increase in the Nu, values as the heal flux
increascs and as the angle of the inclination moves from the vertical to the horizontal position.
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INTRODUCTION

Laminar flow heat transfer in annuli is encountered in a wide variety of ¢ngineering situations,

including the barrel- type expitaxial reactor ( chemical vapor deposition reactor) in the semi
181
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conductor manufacturing industry (Hanzwa 1986), heat exchangers designed for viscous liquids in
chemical process and food industries (Hessami 1987), the cooling of electrical cables, the collection
of solar energy (Ciampi 1987), etc. In many of these applications, flow through the annular passage
is characterized by small Reynolds numbers for which buoyancy effects may be significant, Even
though such applications are now being used widely, there is a lack of understanding of many
details of laminar flow and heat transfer physics concepts, The difficulties with laminar flows are
associated with the fact that fluids which in practice are in this flow regime usually have properties
which are strongly dependent on temperaturc. As a result, to cover this lack, the present study is
motivated and concerned with the experimental investigation of laminar mixed convection in the
thermal and hydrodynamic entrance region of concenlric annulus with uniformly heated inner
cylinder, and outer cylinder subjected Lo ambient.

Many experimental and theoretical investigations have been conducted to study the effect of frece
convection on  laminar  flow inside horizontal. inclined, and wvertical annulus.-
(Lundberg, et-al 1962). studied experimentally and theoretically the mixed convection of
simultaneously developing laminar upward air {low in a vertical annulus, The experimental study
included four annulus radius ratios (0.132, 0.25, 0.375, and 0.5).The thermal condition of the inner
wall was isothermal and the outer wall was adiabatic, while Re varied from 800 to 1500. Variation
of the inner surface temperature and the heat transfer coefficient along annulus were depicted.
While the theoretical study included evaluation of the four fundamental solutions in the thermal
energy regions by solution of the eigen value problem.

(Hanzawa, ¢t-al 1986), performed experiments to study the mixed convection of upward gas flow in
a vertical annulus of radius ratio range from 0.39 to 0.63 und hydraulic diameter to heating section
length range from 0.34 to 1.4 . A part of the inner tube was i1sothcrmally heated while the outer tube
was kept adiabatic. Study covered Gr range from 1.5%107 10 2.6%10°, Re range from 20 10 100. The
effects of operating conditions on the temperature profiles, flow pattern and heat wansfer coc{ficicnt
were investigated, (Falah & Yascen 1993) performed experiments to study the local and average
heat transfer by mixed convection to a simultaneously developing upward air flow in a vertical |
inclined and horizontal concentric cylindrical annulus with a radius ratio of 0.41 and the inner
cylinder with a heated length of 0.85 m1 was subjected to the ambient temperature, The investigation
has covered Re rangc from 300 to 1200, heat flux varied trom 90 W/m? to 680 W/m® and annulus
angle of inclination 0°(vertical), 30°. 457, 60° , and 90° (horizontal). The results show that the heat
transfer process improves as the angle of inclination deviates from the vertical to the horizontal
position.

EXPERIMENTAL APPARATUS

An open air circuit was used which included a compressor (B) , orifice plate section (C), settling
chamber (D), test section and a flexible hose (E). The air which is driven by compressor can be
regulated accurately by using two control valves, as shown diagrammatically in Fig. (1). The air
induced by the comnpressor , enters the orifice pipe section (Standard British Unit) and then scutling
chamber through a flexible hose (E). The settling chamber was carelully designed to reducc the
flow fluctuation and to get a uniform flow at the test section entrance by using flow straightener
(G). The air then passed through 1.2 m long test section. A symmetric flow and a uniform velocity
profile produced by a well design Teflon bell mouth (I) which is fitted at the annulus outer
aluminum cylinder (1) and belted inside the settling chamber (D). The inlet air temperature was
measured by one thermocouple (J) located in the settling chamber (D) while the outlet buik air
temperature was measured by three thermocouples (Z) located in the test section exit. The local
bulk air temperature was calculated by using a straight line interpolation between the measured inlet
and outlet bulk air temperature.

The test section consisted of 4 mm wall thickness, 50 mm outside diameter and 1.2 m long
aluminum cylinder (K) located centrally in 5 mm thickness , 90 mm inside diameter and 1.2 m long
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aluminum cylinder, by fitting it at the test section infet with the 20 mm inside diameter . 50 mm
outside diameter and 15 mm long Teflon tube (N) and at the test section exit with the teflon picce
(M). A ring (P) is used to hold and support the aluminum cylinder (K} with the teflon piece (N)
centrally inside the settling chamber by adjustable screws ((Q). The (eflon was chosen because of its
low thermal conductivity t order to reduce the heat loss from the aluminum cylinder ends.

The inner cylinder was heated electrically using an clectrical heater which consists of a nickel-
chrome wire ®, wound as a coil spirals around solid teflon tube and is covered by a 2 mm
thickness asbestos layer , and the space between the asbestos and the inner cylinder wall is {itted
with a fine grade sand to avoid hecat convection in it and to smooth out any irregularities in the heat
flux. The hole apparatus 1s designed with a view to obtain a good concentricity of the core cylinder
and the containing cylinder, The temperature of the outside surface of the inner cylinder was
measured by seventeen asbestos sheath alumel-chromel (type K) thermocouples , arranged along
the cylinder , the measuring heads of the thermocouples were made by fusing together the ends of
LWO wires.

The thermocouples were fixed by drilling holes of 1.5 mm diameter in the cylinder wall and the
ends of the holes chamfered by a 3 mm slug to locate the measuring junctions which were then
fixed by a high temperature application Defcon adhesive . The excess adhesive was removed and
the cylinder outer surface was cleaned carefully by fine grinding paper. All the thermocouples wires
and heater terminals were taken out the test section through both teflon pieces (N,M) .

On the other hand . therc were twelve thermocouples placed in three sections along the inner
cylinder of the annulus {(at z=1 cm, 53 em, 108 ecm } , four for each section arranged at angle

(¢:O°, 90°, 1807, 2707) around the inner ¢ylinder. Other ten thermocouples were (type K) used (o

measure the inner surface temperature of the annulus outer cylinder (I). Thermocouples positions at
the outer sucface were located and then a 2 mm dceep pits were drilled in which the thermocouples
were fixed by Defcon adhesive. All thermocouples were used with leads . the thermocouple with
lead and without lead were calibrated against the melting point of ice made from distilled water and
the boiling points of scveral pure chemical substances. To determine the heat loss from the test
section ends, two thermocouples were {ixed in each teflon piece. The distance between thesc
thermocouple was 12 mm. Knowing the thermal conductivity of the teflon , the ends condition
could thus be calculated.

EXPERIMENTAL PROCEDURE

To carry out an experiment the following procedure was followed:

1- The inclination angle of the annulus was adjusted as required.

2- The compressor was then switched on te circulate the air , through the open loop. A regulating
valves were used for adjusting the required mass flow rate,

3- The electrical heater was switched on and the heater input powcer then adjusted to give the
required heat flux.

4- The apparatus was lcft at least three hours to establish steady state condition. The
thermocouples rcadings were measured every half an hour by means of the digital electronic
multimeter until the reading became constant , a final rcading was recorded. The input power to
the heater could be increased to cover another run in a shorter period of time and to obtain steady
state conditions for next heat flux and same Reynolds number. Subsequent runs for other
Reynolds number : ad annulus inclination angle ranges were performed in the same previous
procedure.

5- During each test run , the following readings were recorded:

a-  The angle of inclination of the annulus in degree.

b-  The reading of the manometer (air tiow rate ) in mm Hso.

¢-  The readings of the thermocouples in “C.

d-  The heater current in amperes.
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¢- The heater voltage in volts.

DATA ANALYSIS

Simpiified steps werc uscd to analyze the heat transfer process for the air flow in an annulus where
the inner cylinder was subjected to a uniform heat flux while the outer cylinder was subjected to the
ambient temperature. The total input power supplied to the inner cylinder can be calculated:

Qv Al ()
The convection and radiation heat transferred from the inner cylinder is -

Qer=Qi- QcoTu' (2)

~

where Qgung 15 the conduction heat loss which was found experimentally equal to 3 % of the input
power. The convection and radiation heat flux can be represented by:

Qer™ Q/A] (3)

where (A; =21, L)

The convection heat flux , which is used to calculate the tocal heat transfer coefficient is obtained
after deduce the radiation heat flux from g value. The local radiation heat flux can bc calculated as
follows:

ql_ :F],ag Ol.((ls)z+273)4 “((132)Z+273)4j (4)

where: _
F.o= view factor between inner and outer cylinder =1
(ls)z: local temperature of inner cylinder.

(152) = average temperature of outer cylinder.
2L

¢ = emissivity of the polished aluminum surlace=0.09.
Hence the conveetion heat flux at any position is:

q = Ger— g (5)

The local heat transfer coetficient can be obtained as:

I
()~ (),

(tb)Z: Local bulk air temperature.

(6)

Zz

All the air properties were evaluated at the mean {ilm air temperaturc (Keys 1966):

_ (15)2 + ([blz_

(1), .

(7

.- Local mean film air temperature.

tp
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The local Naisselt number (Nu,) then can be determine as:

h Dy,
Nu,= ~&—= P (8)

The average values of Nusselt number Ny, can be calculated based on calculation of average inner
surface temperature and average bulk air temperature as follows;

— 1z=L 9

tS = E Zio (IS)Z dz ( )
ey z=L

t =»]jzi0 (tb)Z dz (10)
L+t

tf == (1n

D
Nup,= q_ h (12)
k(t -t

u. D
Rey= P i b (13)
1
g B D (t, —t
Gty = a2l el (19)
Y
p Cp
Pr, = . 15
Ra,=Gry, . Pry, {10)
where:
B=1/73+1 )
u. =m/pA
22
A=mu (\12 - J
All the air physical properties p, u. v, and k were cvaluated at the average mean film temperature
(t)
f‘.

EXPERIMENTAL RESULTS

Range of Experiments
A total of 46 test runs carried out to cover annulus inclination angles, horizontal (¢«=0°), inclined

(a=40° and 70" and vertical (¢=90°). The range of heat flux 96 W/m” to 860 W/m* and Reynolds
number varied from 154 to 845,
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Temperature Variation

The temperature variation in the horizontal position is plotted for sclected runs in Figs. (2) and
Fig, (3). The variation of the surface temperature along inner cylinder for different heat flux and for
approximately Re=218 is shown in Fig. (2). It is obvious that the surface temperature increases at
the stage 0[ entrance and attains a maximum point after which the surface temperature begins to
decrease at high heat flux and be almost constant for very small heat flux. The rate of surface
temperature rises at early stage is directly proportional to the wall heat flux. The point of maximum
temperature seems to move toward the annulus entrance as the heat flux increases. This can be
attributed to the incrensing of the thermal boundary layer faster due to buoyancy effect as the heat
flux increases at the same Reynolds number.

Fig. (3) shows the effect of Reynolds number variation on the inner cylinder surface temperature for
heat flux (g=682 W/m?), It can be noticed that, the increasing of Reynolds number reduces the
surface temperature as heat flux kept constant and the surface temperature values at entrance and at
the same axial distance seem to be closer to each other then diverges downstream. This can be
attributed to poverty of natural convection at annulus entrance and high mixing cup downstrean.
The variations of surface temperature along the axis of vertical annulus for different Reynolds
number and heat flux equals to 265 W/m?® and for different heat flux and Reynolds number equals to
724 are shown n Fig. (4) & Fig. (5). respectively. The effect of heat flux and Reynolds number on
the mner cylinder temperature variation is the same as that obtained in the horizontal and inclined
positions, _

The extent of mixed convection depends on the relative magnitude of the heat flux and Reynolds
nnmber for the same angle of inclination. When heat {lux and Reynolds number arc kept constant,
the extent of local mixing due to the buoyancy effect in a horizontal annulus is larper than other
annulus angle of inclination. It can be expected that for the same condition of flow rate and input
heat flux, the inner surface temperature variation along the annulus decreases as the angie of
inclination changes from vertical to horizontal position.

Angle of Inclination Effect on the Temperature Distribufion

The effect of inclination angle on the inner cylinder temperaturce variation for g=680 W/m? and
Re=300 1s shown in Fig. (6). Figure shows a reduction in surface temperature as the annulus angle
of inclination changes from vertical to horizontal position. This reduction slightly reverses
downstream if the angle position changes from 0° (horizontal) to 40° and Reynolds number
increases to 724 beeause of dominant forced convection in the heat transfer process as shown in
Fig. (7).

T'his behavior entirely reverses if the Reynolds number increases to 845 at the same heat tlux as
shown in rig. (8). The temperature variation along the surface at the same axial distancc is
approximately the same for a=70° and 90° (vertical). and slightly decreases upstream and reverses
downstream as angle of inclination changes from 07 (horizontal) to 40°. The final behavior can be
explained as follows: at annulus entrance, the effect of free convection is small and a predominant
forced convection causes the surface temperature of the 70° and 90° (vertical) angle of inclination
less than that of 0° (horizontal) and 40° angle of inclination. after a certain axial distance a
significant reduction in the inner surface temperature as the inclination angle changes from 0° to 40°
due to the free convection begins to dominant (low mixing which reduces the inner surface
temperature, This behavior leads to the following conclusion that the heat transfer process improves
as the angle of inclination varied from horizontal to vertical when Reynoids number is enough high
because of the dominant forced convection in the heat transfer process and vice versa at low
Revnolds number case. The increasing of heat flux decreases forced convection effect and the
natural convection will be the dominant factor in the heat transter process.
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Local Nusselt Number (INu,)

The effect of heat flux on the Nu, in the horizontal position for Re=218 1s shown in Fig. (9. It is
clcar that the vesults of higher heat flux for Nu, were higher than that of lower heat flux. Figure
shows also sharp decrease for the local Nusselt number values at the entrance of the annulus then
become almost constant downstream for low heat flux (q=96 W/m?) and increases as heat flux
increases. This attributes to increase in both the thermal boundary laver thickness and the surface to
bulk air temperature differcnce which accompany with an increase in the surface heat flux and that
accclerate the development of secondary tflow downstream.

The effects of Re on Nu, variation with ZZ is shown in Fig. (10) for heat flux equal to 679 W/n®
respectively. For constant heat flux, results depicted that the deviation of Nu, value moves towards
the left and increases as the Reynolds number increascs, This is obvious from inverse Graetz
number (ZZ) which decreases as the Re increases, This situation reveals the domination of forced
convection on the hea’ transfer process with a little eftfect of buoyancy force at high Re. As the Re
reduces the buovancy effect expected higher which improve the heat transfer process. The
minimum value of the Nu, increases as Re increases then the value of Nu, increases [urther
downstream for all curves due to strong natural convection in this region.

In horizontal annulus, the effect of the secondary flow is high, hence at low Reynolds number and
high heat flux. situation makes the free convection predominant, since as the heat flux increases, the
fluid ncar the heated wall becomes warmer and lighter than the bulk fluid in the annutar gap core
towards the outer wall. As a sequence, two upward currents for each side of the vertical plane flow
along the heated side wall, and by continuity, the fluid near the outer wall of the annulus tlow
downward. This sets up two longitudinal vortices, which are symmetrical about a vertical plane .

As heat flux further increases the structure of the cellular motion changes from one-cell on cach
side of the =nnulus to two and gradually into a multi-cell structure. It is expected that the intensity
of vortex increases downstream. The longitudinal vortex (or, in another express, the cellutar
motion) behaves so as to reduce the tempcerature difference between the heated inner cylinder
surface and the air flow in which led to increasing the growth of the hydrodynamic and thermal
boundary layer along the heated cylinder and causes an improvement in the heat transfer
coefticient. At low heat flux and high Reynolds number the situation makes forced convection
predominant and vortex strength decreases which decreasc the temperature difference betwecen the
heated surface and the air, hence, the Nu, values become close to the vertical eylinder values for the
same conditions as be seen later.

The variation of the local Nusselt number with ZZ in the vertical position for Re=724 and various
heat flux i1s shown in Fig.(t1). Cuwcs depicted have the same gencral shape shown in Fig. (9). The
effect of Re on Nu, for q=382 Wim?® and the same position is shown in Fig. (12). Results reveal that
the effect of heat flux and Reynolds number on heat transfer coefficient in vertical position gives a
similar trend as obtained for horizontal position,

Angle of Inclination Effect on Nu,

Re%uits for g=680 W/m* and Re=300, 724, and 845 are shown in Fig. (13), Fig. (14), and Fig. (15):
respectively. It is noticed {rom the first two figures that at the same axial distance the local Nusselt
number value increascs as the angle of inclination deviates from the vertical to the horizontal
position. As explained before that with the free convection domination, for horizontal position
creates upward airflov along the inner heated eylinder surface to form vortices having their center
in the annulus upper part with the very complicated flow pattern and with the vortex intensity
reduces as the angle of inclination change from horizontal to vertical position leading to increase
the extent of the local mixing along the annulus due to high vortices intensity. As a result . the heat
transfer process improves as angle of inclination deviates from vertical to horizontal position.

Other reverse situation will be obtained if the Reynolds nuunber increases to 843 at the same heat
flux as shown in Fig. (15). For the same ZZ the Nu, value increases gradually as the inclination
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angle deviates from the horizontal to the veriical position. This behavior continues till a certain Z7
value (0.0103) where beyond it the Nu, value becomes more closcr to cach other, and gives
approximately equal value for each 0=[0" (horizontal) and 40°] and «=[70° and 90° (vertical)].

[n general, this situation relates to the small buoyancy effect at annulus entrance and a pure forced
convection 1s dominant heat transfer process. Downstream, the secondary flow becomes more
effective which improves the flow mixing and improves the heat transfer process which appears to
be higher in the horizontal position and it’s effect reduces as the annulus position deviates towards
vertical position. As a result, the Nu, valuc becomes closer to each other at this region at the same
L7

Fig. (16) and Fig. (17) show the effect of angle of inclination on the heat transfer processes for
q=265 W/m?, Re=154 and 378; respectively. Fig. (17) gives the same behavior that obtained m
I'ig. (14), huat the problem is in Fig. (16) which at the carly sight may causes a distortion in a
physics concepts that concluded from the previous figures of the local Nusselt number. Hence, if
the light is perfectly focused on this natural behavior, the problem will be entirely understood. In
this figure, in spite of low Reynolds number the local Nusselt number value at the entrance for the
same 77 increases gradually as the inclination angle deviates from the horizontal to the vertical
position, then becomes closer to each other in the region bounded between scmi-logarithmic value
of Z7Z=0.1 and 0.109, then a reverse situation occurs further downstream, and the Nu, value
becomes higher as the angle of inclination deviates from the vertical to the horizontal position.

This situation may be expected to occur duc to a reverse flow existence at the entrance in a=40" .
70°, and 90° (vertical) due to high heat flux relative to Reynolds number creatcs a distortion in flow
pattern and makes the air particals reverse near the heated wall due 10 very low density if
comparison with these in the annular gap. The reverse flow enhance the heat transfer process and
gives high Nu, value. Further downstreain the natural convection in horizontal and inclined
positions will be stronger in that of vertical position leads to improve of heat transfer process in this
positions greater thun vertical position.

Correlation of Average Heat Transfer Data

The values of the Nu,, for horizontal (a=0%), inclined (¢=40", 70 ), and vertical (¢=90°) positions
are plotted in Figs. (18-21) in the form of log(Nuy,) against log(Ra/Re) for the range of Re from
154 10 845, and Ra from 0.4767x10° to 1.3261x<10". All the points as can be seen are represented
by a straight lines of the following equations:

a=0" (horizontal) Nup=259.402 (Ra/Re) " (17)

a=40° N, =265.199 (Ra/Re) ™91 (18)
a=70° NUp=326.960 (Ra/Re) 7103 (19)
0=90° (vertical) Nu,y=476.150 (Ra/Re) 777 (20)

{t was shown (hat the heat transfer equations for all the positions have the same following
form:

Nup= a (Ra/Re)" (21)
Where a and d are given in Table (1)

The values of d whicl: represent the slope of each curve decrease as the inclination angle deviates
from horizontal to vertical position due to decreasing of the buoyancy cffect.
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The generai equation that described the heat transfer process for a selected Re range from 154 to
845 and Ra range from 0.4767<10° to 1.3261x10" and inclination angle range from 40° to 90°
{(vertical) was derived in the following form:

(Nug)ine, =32.371 (Ra) % (R [sin(a)] 771 (22)

The values of measured Nuy, are comparcd with that of Nu, calculated from eq.(22) as shown in
Fig.22 which are represented by the solid line. The dashed upper and lower lines represent the
maximum and minimum acceptable deviation between them which equal 1o =15.3 %.

CONCLUSIONS

I- The variation of the surface temperature along the inner cylinder at all angles of inclinations is
affected by the extent of the local mixing which increases as the heat lux increases, Re decreases
and annulus orientation deviates from vertical to horizontal, The increase of local mixing causes
an improvement in the local heat rans{er proccss and reducing the heated surface temperature.

2-The varition of Nu, with 77 at any angle of mclhination was affected by many variables
summarized in the following points:

a- Forthe same Re and annulus orientation, the Nu, increascs with heat flux.

b-  For the same heat flux and annulus orientation, the heat transfer process is dominated by:

i- Forced convection as Re increases and becomes relatively high if comparison with the applied
heat flux.

ii- Natural convection as Re decreases and becomes low relatively if comparison with the applied
heat flux.

¢. For the same heat {lux & Re . the Nu, value decreases as cylinder position changes from

horizontal towards vertical (i.e., the minimum valuc occurs in the vertical position and the

maximun value oceurs in the horizontal posttion).

3. The effect of buoyancy is small at the annulus entrance and increases in the {low direction,
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NOMENCLATURE

A 1 annular gap area; m*

Aq:inner cylinder surface area; m*

Dyp: hydraulic diameter=2(ra-ry): m

[: current; Amp

k : thermal conductivity; W/m®.°C

L: annulus !zngth; m

m : volumetric flow rate; m’/s
(Nupy)ine.: mean Nusselt number at any angle of inclination
(Q: convection heat loss; W

Q. total heat given; W

Q.. convection- radiation heat loss; W
g radiation heat flux; W/m?.°C

q: convection heat flux; W/mn'.°C

11 outer radius of inner eylinder; m

ry; inner radius of outer cylinder; m
V™ voltage; volt

Table (1) Constants in Eq.(21) for Various Angles of Inclination.

o a d
0° (horizontal) 259.402 -0.389
4Q° 263.199 -0.40147
70° 326,96 —0.413693
90° (vertical) 47605 050374
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A WAVELET NEURAL NETWORK RAMWORK FOR
SPEAKER IDNTIFCATION

Frof. Dr. W. A, Mabmoud Dhizdeen M. Sulib Prol. Saleem M-H.Tuha
College of Engincering - Universily of Baghdad
EBaghdad - Irag

ABSTRACT

This paper mitoduces a new model-lree dentification methodulogy to detect and identily sprakers
armt recognize them. The busic module of the methodulopy is 2 novel muli-dimensional wavelet
neurit netwark. The WNN approach include: a universal appeoxienaton; he time - frequeancy
localization; property of wavelets leads 1 redueed networks al 2 given lovel of performancs; The
construct used as the feature mode clussilier, Wavelet ranslorm has been successfilly spplicd to
the processing of non - stalionary speceh signal and e festure veetor that vbluined bocomes the
inpun to the wavelet noural network which is tratned off-line 1o map feanres to used for the
classilicadion procedure. An example is cmployed W iilustrate the mobustmess and cffoctiveness ol
the proposed scheme.
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INTRODIHCTION

Retenlly, some stratcgic issues and approaches [or speaker identification (55} have been addressed
by scveral investipators. ‘The issue iy the pertommance of 51 so that recognition debuys and {alse
identify may be uvoided .The complexity of the S0 1ask Fes it the Gt that given utterance can be
represenicd by an effectively infinite number of lime - frequency patéern . typical classificalion
problend, which generally include tow main modules: feature selection snd classification where the
second part 1e., classificr design have theic mwn disadvantapes due to the complex distribution ol
the featurc wvoetors |lHex 2001 Waveicl newral network (WHN) have recently sltmcted great
interest _hecause their advaniages over radial base function oetwork as thy are universal
appeoximalons but achicve faster convergence, Purltwrmore, WHMNs posscss @ wiique attribuce: Tn
addition to forming an onthogonal basis are alse capable of explicitly eepresenting Tie behavior of a
function i varicus resobutions of input variakles| Gearge 2000].For instence, the task of  patlern
reepgmition is function mappiog whose objeclive is to assign each patlern in a [eature space to 2
specific fabel in 2 cluss space,

Thix paper 15 organized as follosws the next section introduces some basie cuncepts in wavelets and
warvelet noural petworks; we descnbe next the peneral identification and ¢lassification architectures;
focused attention i3 pmid 1o the wavelet newral network: our example is used to iilustre the main
feaures of the  scheme:  the  paper  vcomcludes  preprocess  the  specch signals
{16 bil sampled in 3khz ).then extract teatures vectors with discrete wavelel trunsivem (DWT) w be
rammed ¢ll-line by WNMN with different scleetion crrors to get data base of speakers, then applisd
uoknown speaker veotor to the WNN 10 be clussified and identify the speaker,

DSCRETE WAVELET TRANSFUORM FOR REATURE EXTRACTING

The iscrele Wavelet Transform (W T) is mmone popular in the fizld of signal digital [rocessing.
We 1bus Intreduce a simple fealure exlmction modet based va the result of BWT 16 under 1o
parmetenze the speech sipnal, we should first decompuose the signal in the dyadic foem uying the
Mailat's algorithin [MallaL 1084

The ability ofl2W'I' 1o extract features from the sigoal is dependent on the appropdute chuice of the
mother waszlet lunction [ Burms 1998) Some of w popular families of wuvelol bascs functions
arg Harr, Bavhechies. Coillet, Symlet, Mocler, and Mexican Iat. ‘The propertics of the wavelat
functions and (he characteristics of the sigral heing amalyzed need 1o be matched [Khalaf 2003 .
The peoferlies of wavelet function ane tabulated in Table (1)

‘Table (1 Peoprerties of Wavclet Functions

s
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The objective of this module is to determine and extract appropriatpleatures for the fault or defect
classification task. An additional objective is to reduce the search space and to speed up the
computation.. In preparation for feature extraction, a windowing operation is applied to the I-D

signals in order to reduce the search space and facilitate the selection of appropriate features
[Khalaf 2003].

WAVELET NEURAL NETWORKS

A neural network is composed of multiple layers of interconnected nodes with an activation
function in each node and weights on the edges or arcs connecting the nodes of the network. The
output of each node is a nonlinear function of all its inputs and the network represents an expansion
of the unknown nonlinear relationship between inputs, x, and outputs, F (or y), into a space spanned
by the functions represented by the activation functionsofthe network's nodes. Learning is viewed
as synthesizing an approximation of a multidimensional function, over a space spanned by the
activation functions Zd(x),1 = 1,2,...,m, i.e.

where Np is the number of wavelet nodes in the hidden layer and WI is the synaptic weight of
WNN. The additional parameter ¢; is introduce to help dealing with nonezero average .since
wavelet If/%is zero mean. A WNN can be regarded as function aproximator ,which estimate an
unknown function mapping [Q. Zhang 1992].This network structure is shown in Fig .(1).

: "ﬂ&% S
o S i ] ;35'“:%;1} kLS | L

dpgeroetienadaad
Tamedinm

Fig (1) WNN Structure for approximation The combination of translation ,dilation ,and
wavelet lying on the same line will be called a wave/on in the sequel.

The authors in [ Oubez 1994], and independently, in [Bakshi 1992 ], arrive at very similar
formulations of the wavelet network that are closer to the wavelet expansion than to neural
networks. The wavelet

parameters are neither adapted as in [Q. Zhang 1992] .nor computed from prior Fourier data
analysis as in [ Pati 1993], but are taken incrementally from a predefined space-frequency grid of
orthogonal wavelets.

This approach prescribes learning as a multiresolution, hierarchical procedure, and brings about the
possibility of a type of network growth.
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Win [nitialieation

The initiubization of WNN consists io the evaluation of the param{;wers L), ¥7 .o and i =145 for i
1.2 N To inmialize [J we peed to estimate the mean of the fnction f{x) (from jts available
ohscrvation) and set £] to the estimated mean. FT'S arc simply sel W zere the est of problem is
how lo inibalize ¢ 's and 5 s . The approximation ecror is minimized by adjusting the sativation
function and nerwork parumeters using empirical (cxpenmentaly data. Two bpes of activation
functions ar: vommonly used: global and local. Global activation tunctions are active over a larpe
runge of input values and provide a global approximation fo lhe empirical data. Loeal activalion
functions are getive only in the imanediate vicinity of the given input value| Bakshi 1904,

1 &5 well known that funetions can be represented as a weighted sum of erthogonat basis Funetions.
Such expansions can be casily represented 25 neural nets by having the sulecled basis functions s
wdivation functions in each uode, and the coefficients of (he expansion as the weights on cach
output edge. Severul classical orthoponal fonctivns, such as sinusoids, Walsh [unclions. etc_, hut,
unforunately, most of them are giotal approxinaters and sutfer, therelore, from the disadvantages
af approximation wsing global functions. What is ;nesded is a sel of basis tunctions whhch are loeal
and erhogongl. A special class of functions. known as wavelets, possess pood localization
propertics while they are simple orthunormal bases. Thus, they may be criployed = the alivalion
lunetions of a neural network known as the Wavelel Neord Network (WRK). WNNs possess a
umgue attribute: In addition to forming an orthogonal basis are wlso capuble of explicilly
represeating the behavior of a funclion st various resolutivns of input varlables. The prvoLal
concepl. in the formulation and design of neural networks with wavelets as basis functipns, is the
muhiresolution representation of functions using, wavelels, It provides the essential framework for
the completely localizesd and hicrarchical truining afforded by Wavelet Neura! MNetwurks
[Ceorpe 20040]].

Ex lingarly combining several such wavelyls, aith trulliple-snput/single-oulpul neeri network iz
abtained. Tne basic tramning alporittun is based on sleepest deacent. Rolyljon matices are also
mporporated for versarility ul lhe cxpense oficuining complexity. The mshors in {Mallut 1959
demonstrate the way to have the explicii link between ke actwork coeilicients aond some
appropriate wavele! mnsform.

Wavelets oveur in family of functions cach is detined by dilation of which control the scaling
I'arameter and tfransiation ¢ which contrel the pusilion of a single fnction oamed tie motber
weavelet fi7T), Mapping funetions te a time -frequency phasc space|Cisorge 20007 WHNN can n=llon
promerlies more accurately.

Therc are several approaches for WMM  construction (u brief survey ix provided in
[Q. Zhang 19923} wy pay speeial attention on the medel propoesed by Zhang (). Zhang 1992] du to
tts notable tealure in Jealing with the sparsencss of training dula, Following coosiructing a WiNN
Invelves tow stuges: First, construet a wavelyl lbrary # of diseretely dilated and translated version
ol wavelet mother uoction [ji:

| e e b wah EERE R IR imrani B 1-:

where Xk is lhe sampled input, amk 1. 35 the nwmber of wavelors in W, seconed scleet the best M
wavelet basezl om the training data Rsem waveler lbrary W, in ordex to build ke regression Based
on the previnus discssion we prepose a setwork structive Ciiven an n-clenenl taining set of the
Form:
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Lo iitialize L5 and 5 selevl 2 point g beraeen interval of functivn wand b g <p < .Fr.- The chotce of
this poinl will be detailed later. Then we seal

T r BERL )

Where C =0 is properby sclected consianl (lhe 1ypical value of & is (15 the interval dividel iole 1w
pasts by pr . 0 each sub interval we repeat the same procedurs which will initialize 12, §2and f7 _ 5]
and s on , untik all wavelet will mitialise, \ This procedure applies in this form when 2 number of
wavcions arc wsed which is a power ol 2. then we take the poinl g W0 be the conter of gravity of
{fo B There are several mother wavelets that could be useful in ore projeet The comtinuos wavelel
lranstorm theory in the Model- Gressmann sense provides s with considernbic Nexibility in
desipning our petworks I — fvexp (102 X27 [ Zhang 1992] . shown in fig 2. There is Mexican -
Pt The mother wavelet = { 1- X2 exp (-152 X2), shown in Fig (3.

Ml i e R LT L I 1/ LI TR IR

AT

T'his functivn, show o Fig. (4), consists of lwo cycles of the cosine lunction, windewed by a
wrapezoid that lineurly tupers two thirds of the endpuints o zero[George 2000), these function will
be used 10 draining WHNN,

sl liargog ocaervapt o thoag B
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Waveiet Newral Network Clussifier

lhe MIM] WHNN. depicted schematicatly in Fig. (). is wied as the classifier, Potential dvantages of
the WM as a universal approximoaler and the Hime - frequency localization roperty of waveleis
leads o reduced astworks at a given level of perfoemange su WNNs ofler a ood compromisc
between robust implementations and ellicient functionat representattons; the ultresglution
organization of wavelels provides a heuristic for neural network growth, g
Furthermore, Whhis may be optismzed wilh respect to structure {nm--‘berof nodes) and their
arameters wing o Guenelic Algonthm as the optimization tool. The structure and (he parameters f the
network are determuined iteratively until & perlformance melnc is satisfied. The WS onstroct
suggests a means tg preeallei-process multiple sipnals e a multi-tasking environment, has expediting
considerably processiog limes, Finally, it ofters an easy and wser-Iriendly way to leamn” new signal
pallems, by long s imining data is avaitable.

Thiz algonithm modifies the parameters vector ¢ alicr each measurciment FXE Y7 in the opposile
mection of the gravlieni ol (he {unstonal

Cfluag = "2 Pl -of 1

As i the case [or backprobagation algorithm for newsal nulwork learning [, Zhang 1992 . The
ohjective ynclion {4) is likely te be highly nonvonvex s local minima are expected. To improve
the Uuation carcful inftiadization of the alyvrithm is preformed and apprupriate consimints ar- sct n
the adjusted parameters.
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Wavelet Neural Network Learning Algorithm:

The method ol seting the values of weights (in training phuse) @ an hmperant sungeishes
charactenistics of dilfersnt neural networks, Thers are two commen Iypes ol rmoing alpotons,
supcrvised and unsupervised, sormetimes there i5 a third methed, ie. clf-supervised or rernlorcemenl
training method [[Zhanshou 200,

The lesening is bared a Stochamic pradient tyvpe alporitm Fig, (6} which very imilar to the
backprobagation alporithm lor nepral retwork fiest collect all the parameters go, B9 07df o a weclor
¢ and write fu ¢-p to refer w the petwork delmed by Egd3) whith the parneter vector ¢ The
ubjective unetivm we be mintmized is
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SPEAKER IDENTIFICATION AND CLASSIFICATION METHODILOGY

Fig. (7) depicts the major modules ot the identitication aod classification methudology, Sensor duls
are used first off-line o penerate 1 feature busc. From a teature dibrary, those features ate selected
lhal provide » pood match with the failuee modes wr be dedectid and idemifed, An incominge sensor
signal 15 fed on-fine in real-time (o the fealore exlmetor which attempts to extract a sct of featares.
This feature veclor is provided nexi as #n inpet to the wavelet neural network: the later is
acctanpuraed with an appropriate decision lopic that decided wpsrm the padicular speaker class (il
the featurcs (symptoms) belong to.
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EVALUATION TEST OF THE PROMOSED SPEAKER INDENTIFICATION SYSTEM
In chis seclion e cxpenmental result will be given.
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The Preprocessing
% The speech signals used in this wark are sumpled with a sampling frequency o344, ] ke,
“ The speech sigmal is scemented into 230 samples per segment (lrmes), the overlaphetween
Iramnes 15 128 samplcs per scgment.

Feandure Extraction

% lach [mome of the spoken words is now expanded wsing the Discrete Wavelst Transforo (10W T}
up 10 # levels of decomposition.

% By comnating the power in each segpmem in vach level of the decompesinon, a featume veclons
Yill be obluined that describes the power distribution over the tioe reguencyplane, IThis scale
poweT density along cvery scement describes the power vanuljon ineach scalc.

% The vanancce of the power overall the segmenty urul for euch of the § levels is computed, leading
1 a veetol called (nermalized poswer vector).

These steps will be showm in the Fig (T

The proposed method i fimst studied with chanping the wavelet functions and using itterent

nutibers o wavelones, becaise fiese 1wo pammeter influence directly on {he speaker recognition

accuraey. The Paubeehics wavelet of order 2 D4) i3 chuosen o Lhe processing phases and, The

ThRubechies  wavelets  have some  characieristics  that are wseful for  speaker  meognition
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[Khatat 2003]. Table (2) and (3) shows the poreentage of comest classification for wal -
inudependent and texr - dependend. Toyporive]y.
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CONCLUSIONS

A model-free approach to the problem ol speaker identification conditions hasht-enpresented, The
malti-dimensional WKN 35 an effecve and ofTicient ool tor classification. The computational 1o
the feature extraction sicp where appropriate leatuves est he compoted from signal data thal
cumprise gventiplly the input veotor to the notwork, The WNN approech offers additional
sdvaniages in ferms ol dearmug aod optimization functions that may be carrled out offlnw or on-
line. IUlihermore, the nearal not topology supgesls means lor purallel provessici - usefal in high
Boqucney processes becaose of fast learning time. These shows promise as an offeciowe model [or
the analysis of process dula Tor maay indusieeal and other enginceted systoms.
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