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ABSTRACT 

A boundary element numerical algorithm has been developed for the determination of stresses and 

deformations around cavities and tunnels. A study of the influence of depth below the ground 

surface on the distribution of stresses and deformations around cavities and tunnels is presented in 

this paper. The soil is assumed to behave linearly elastic. 

A computer program has been built to perform the numerical computations. The results show that 

with increasing the depth of placement of tunnel or opening below the ground surface, the 

settlements decrease. The maximum stresses occur at the haunches of the tunnel rather than at the 

crown. 

For the circular cavity that is considered in this paper, it was found that with increasing the depth 

below the ground surface (depth/tunnel diameter > 3), the surface settlements do not exceed 6 % 

from those obtained for the case of no-cavity condition. 
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INTRODUCTION 

Rapid growth in urban development has resulted an increased demand for the construction of water 

supply, sewage disposal and transportation systems. Tunnels are an essential component of these 

systems and constitute a major portion of project expenditure. 

Recent advances in tunnelling technology reduce construction time with consequent decrease in 

cost. However, even with modern equipment, experience has shown that designing of tunnels must 

include dealing with three important problems: 

1- Maintaining stability of face and wall of the tunnel before supported by lining. 

2- Predicting displacements caused by excavation of the tunnel on the surface and throughout the 

adjacent ground mass. 

3- Predicting the magnitude and distribution of earth pressure acting on the tunnel. 

So, there is an urgent need for reliable means to estimate the extent and nature of the 

movements and disturbance occuring in areas above and adjacent to tunnels. These 

deformations may significantly affect nearby structures and need to be considered during 

design. 

The object of this paper is to provide, as far as possible, a picture of the stress distribution around 

cavities and tunnels in an isotropic medium. Also, provide at least a temporary expedient for 

estimating the settlements to be expected at varying distances laterally from the centre line of a 

cavity or a tunnel.  

 

PREVIOUS STUDIES 
Although the finite element techniques have been used in so many practical problems, the boundary 

formulations appear as an alternative technique that, in many cases, can provide more reliable or 

economical analysis. Even with automatic mesh generation techniques, the finite element method 

has not found widespread application to tunneling problems because of the data preparation 

problems and considerable computer time requirements. 

The input data requirements of the boundary element method (BEM) are considerably less than 

these of the finite element method (FEM) since only the boundary needs to be discretized. Unlike 

the FEM, the BEM can model the boundaries at infinity without truncating the outer boundary at 

some arbitrary distance from the region of interest. 

In the boundary element method, the unknowns appear only on the boundaries of a domain, so the 

number of the unknowns may be reduced compared to the three-dimensional finite element method. 

This condition is well suited to tunnels, where the most significant unknown, the surface subsidence 

appears on the boundary. 

The research already conducted on tunneling problems or soil-structure interaction using the BEM 

can be summarized as follows: 

1- Brady and Bray (1978a and b) have described a boundary element method for determining the 

distribution of stress and induced displacements around long, narrow, parallel - sided openings in 

an elastic medium. A good agreement was found between the results of the boundary element 

analyses and those obtained from analytical solutions. A BEM of stress analysis was also 

developed for the solution of complete plane strain problems and applied to determine the stress 

distribution around openings with irregular cross sections having any arbitrary orientation in a 

triaxial stress field. The displacements induced by the excavation are also included. 

2- Venturini and Brebbia (1981) have described for the first time, the extension of the BEM to no 

tension materials such as those present in underground and surface excavations. 

3- Ito and Histake (1982)* treated generally, a three-dimensional problem of an advancing shallow 

tunnel in an elastic and non-elastic ground by the boundary element method. The tunnel advance 

velocity and the position of the face were taken  into consideration. The method has been 

illustrated and verified on two sites where subsidence measurements were taken simultaneously. 
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The disadvantage of this method is that it does not deal with displacements inside the ground nor 

with the corresponding changes in stresses. 

4- Gioda, Carini and Cividini (1984)** discussed a boundary integral equation technique for 

the visco-elastic stress analysis of underground openings. The results of a test problem were 

presented concerning a shallow circular tunnel. These results show that an acceptable 

accuracy of the numerical solution is obtained even when adopting a relatively small 

number of free variables  

5- Again, Venturini and Brebbia in (1984)** have proposed a boundary element formulation 

to analyze plane strain problems with possible displacements at the third direction. An 

algorithm to model nonlinear behavior is presented including an initial stress process. The 

study of an unlined opening was carried out illustrating that tunnels whose axes do not 

coincide with the original principal stress direction can not be analyzed assuming plane 

strain conditions only. 

 

THE BOUNDARY ELEMENT METHOD 

There are many engineering problems for which it is possible to represent the governing equations 

by a system of boundary integral equations (BIEs); that is , the integrated unknown parameters, in 

such equations, appear only in integrals over the boundary of the problem domain. There are many 

numerical approaches for the solution of such equations, and each approach gives the solution of 

such equations, and each one of them may be called a boundary integral equation method (BIEM).  

 

Characteristics of the Boundary Element Method 

The boundary element method (BEM) is considered nowadays the most popular numerical 

technique for the direct solution of BIEM. It is based upon piecewise discretization of the problem 

boundary in terms of sub–boundaries, known as boundary elements, in a way similar to that 

employed for the finite element method. The main advantages of the BEM compared with domain 

numerical techniques can be summarized in the following statements: - 

1- For many applications, the dimensionality of the problem is reduced by one, resulting in a 

considerable reduction in the data and computer CPU time required for the analysis.  

2- The BEM is ideal for problems with infinite domains, such as problems of soil mechanics, fluid 

mechanics and acoustics. 

3- No interpolation errors inside the domain.  

4- Boundaries at infinity can be modeled conveniently without truncating the outer at some 

arbitrary distance from the region of interest. 

5- Surface problem, such as those of elastic fracture mechanics, or elastic contact, is dealt with 

more efficiently and economically with the BEM. 

6- Valuable representation for stress concentration problems. 

7- The BEM offers a fully continuous solution inside the domain, and the problem parameters can 

be evaluated directly at any point. 

The boundary element method has also disadvantages and they can be outlined as follows,                     

(EL-Zafrany 1992): 

1- The derivation of the governing BIEs may require a level of mathematics higher than that with 

other methods, but the procedure of the BEM itself is not different from that of the FEM. 

2-  It leads to fully populated matrices for the equations to be solved, thus it is not possible to 

employ the elegant FEM solvers such as the banded or frontal solvers with the BEM. 

3- The BIEs of nonlinear problems may have domain integrals which require the use of domain 

elements for their evaluation, thus losing the main advantage of the dimensionality reduction 

mentioned above. 

4- The method is not accurate for problems within narrow strips or curved shell structures. 
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The Governing Equations 

In the elastic stress analysis of a plane-stress, or a plane strain engineering component, there are 

eight basic independent parameters to be determined, namely: the displacements u and v, strains εx, 

εy and γxy and stresses σx, σy and τxy. They are governed, at any point inside the component, by 

eight partial differential equations, which can be deduced for homogeneous isotropic materials from 

equations given in the last section. 

 
Strain-displacement relationships  
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Stress-strain relationships 
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     G = shear modulus 

    P = ν (Poisson’s ratio) for plane strain problems 

       = 
νννν

νννν
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 for plane stress problems. 

 

Equations of equilibrium 
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with the following equations, at any point on the boundary: 
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where:   Tx and Ty are the traction components in x- and y- directions. 

              l and m are directional cosines in x- and y-directions, respectively. 

 

Two-dimensional equations in terms of displacement 

Substituting Equations (1) into (2), then the stress components may be expressed in terms of 

displacement components. Substituting the resulting equations into the equations of equilibrium 
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(Equations 4), then the governing equations are reduced to the following elliptic partial differential 

equations in terms of displacement components u and v: 
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where  ĵvîuq ++++==== , which is the displacement vector. 

 

Biharmonic representation 

Gelerkin introduced strain functions Gx and Gy which may be expressed in terms of a vector known 

as the Gelerkin vector, i.e. (EL-Zafrany 1992): 

ĵGîGG yx ++++====                                                                                                        (7) 

such that (Little 1973): 
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−−−−∇∇∇∇====                                                                                            (8) 

Writing the partial differential equations (6) in the following vectorial form: 
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1
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++++∇∇∇∇                                                                                              (9) 

then from the definition of the Gelerkin vector, the previous equation can be  modified as follows: 
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which can be rewritten explicitly in terms of the following Biharmonic equations:  
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FUNDAMENTAL SOLUTION OF SOLID CONTINUUM PROBLEMS 

 

Fundamental Displacement 

A two-dimensional solid continuum problem is considered in a semi-infinite domain,  with the x-y 

plane in a state of loading defined by a concentrated force acting at point (xi,yi) with a uniform 

distribution, in the z direction, over a thickness t, which has a constant value for the whole domain. 

The applied force is represented by the following vector (Fung 1965): 

)ĵeîe(tF yx ++++====
→→→→

                                                                                                                    (11) 

where ex and ey are the x and y- components of the applied force per unit thickness. 

From the definition of the two-dimensional Dirac delta function,  a domain distribution of the load 

intensity equivalent to the applied force, may be expressed as follows (Fung 1965): 
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Using Equations (6) and (7), the governing partial diferential equations for the above case may be 

written in the following displacement form: 
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and the solution to such expressions is known as the fundamental solution. 

If  the  displacement  components  (u*, v*)  are expressed  in  terms  of  the componants 

)G,G( *
y

*
x  of Galerkin’s vector, such that: 
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then, equations (13) can be reduced to the following biharmonic equations:         
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The previous equations lead to the conclusion that the parameters 
*
y

*
x G,G  can be defined in terms 
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Hence, Equations(15) may be reduced to the following equation: 
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Defining another function ϖ*
 such that:  G/g **2 ϖϖϖϖ====∇∇∇∇                                                           (18) 

Then Equation (17) can be rewritten in terms of the following Poisson’s partial differential 

equation: 
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Substituting the above expression into equation (18), and using direct integration, it can be shown 

that: 
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where C1 and C2 are arbitrary integration constants. 

Then, equations (14) become as: 
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where the fundamental solution parameter Gαβ is expressed as follows: 
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All explicit expressions for the fundamental solution parameters given in this paper are found in (al-

Adthami, 2003). 

 

Fundamental Strain 

The components of Cauchy’s strain tensor can be defined for the previous case, as follows (Desai 

and Siriwardane 1984): 
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and using equation (22), the previous equation may be written in the following form: 
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All fundamental solutions given in this paper are functions of (x-xi,y-yi). 

 

Fundamental Stress 

Substituting the fundamental strain tensor defined by equation (25) into the stress-strain 

relationships, then it can be proved that: 
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Fundamental Traction 

If the fundamental stress components defined above are employed in equations (5), then the 

corresponding components of fundamental tractions can be expressed in the following form: 
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Boundary Integral Equations 

The governing boundary integral equations are usually obtained by employing   fundamental   

solutions as weighting  functions  in  inverse  weighted - residual expressions. For linear elastic 

problems, the Maxwell-Betti reciprocal theorem may also be used for direct derivation of boundary 

integral equations. 

 

Boundary Integral Equations of Displacement 

Substituting the fundamental loading parameters defined by equations (12) into the inverse 

expression, and using Dirac delta properties, it can be deduced that: 
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where:  )y,x(vv),y,x(uu iiiiii ========                                                 

Employing fundamental displacements (equation 22), and fundamental tractions (equation 28), for 

arbitrary values of ex, ey, then equation (19) can be split into the following boundary integral 

equations which are defined with respect to the source point (xi, yi): 
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which represent domain loading terms. 

If the source point (xi, yi) is inside the domain, then Ci=1, and equations (30) and (31) may be 

modified as follows: 
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The analysis given in the remaining subsections will be limited to cases with source points being 

inside the domain. 

 

Boundary Integral Equations of Strain 

Equations (34) and (35) can be differentiated partially with respect to xi and yi; that is, Cauchy’s 

strain components may be defined at an internal point (xi,yi) as follows (Banerjee 1994):     
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When employing displacement equations (equations 34 and 35) in the previous expressions of strain 

components, integral terms are to be differentiated with respect to xi and yi. Then, the boundary 

integral equation for Cauchy’s strain tensor may be expressed in the following form: 
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Boundary Integral Equations of Stress 

Substituting the strain tensor defined by the boundary integral equation (37) into the stress-strain 

relationships, then a boundary integral equation for the stress tensor at the internal source point                 

(xi, yi) can be described, and expressed in the following form (Banerjee 1994): 
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                         (39) 

where: αβγαβγαβγαβγαβγαβγαβγαβγ −−−−==== DD                                                                                                                  (40) 

 

Numerical Treatment of the Boundary Integral Equations 

The boundary element method, as described in the previous sections, is based upon dividing the 

boundary into a suitable number of boundary elements, and approximating the boundary 

distributions of field function parameters such as displacements and tractions  by interpolating them 

in terms of their  nodal values within each element. Discretizing the boundary Γ of a two-

dimensional elasticity problem into ne boundary elements, the boundary integral equations 

(equations 30 and 31) with respect to the source point may be rewritten as follows: 
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where each parameter in the form of f(Γe) represents a field function parameter approximated over 

the boundary Γe of the eth element. 

 

 A Computer Program for Two-Dimensional Solid Continuum Problems 
A computer program based upon the theory of the two-dimensional solid continuum mechanics 

problems of the boundary element method with constant elements is coded in FORTRAN 77 and 

introduced herein. The program can deal with plane-stress and plane strain problems with surface 

and domain loading.  
 

In the design of tunnels to be constructed in urban areas, it is necessary to estimate the magnitude 

and distribution of the stresses and settlements that are likely to occur due to a particular design and 
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construction technique. Also, the effect of these stresses and movements upon existing surface and 

buried structures has to be studied. 

The main factors that greatly affect the stresses and deformations around tunnels and underground 

excavations are the shape, dimensions, depth of opening below the ground surface, distance 

between the openings and the kind of supports (gap parameters). Therefore, the influence of the 

depth of the tunnel below the ground surface is conducted herein by considering a cavity of 4 

meters diameter under a constant surcharge load of 50 KN/m
2
.  

The computer program is used for the determination of the stress and deformation fields around one 

cavity. The soil is assumed to be homogeneous, isotropic and a linearly elastic medium containing 

one opening representing the cavity dimensions and positions. The chosen discretization boundary 

element mesh is shown in Fig. (1).  

 

 

INFLUENCE OF DEPTH BELOW THE GROUND SURFACE: 
 

Case of a Single Cavity: 

Fig. (2) shows a schematic representation of the problem to be studied for 6 values of 

depth/diameter ratios (Zo/D = 1, 1.5, 2, 2.5, 3 and ∞) 

Figs (3) and (4) show the vertical and horizontal displacements (Uy and Ux) along the ground 

surface. It can be noticed from these figures that as (Zo/D>3), the disturbing influence on the ground  

surface does not exceed 5% from the case of no-cavity condition. 

Fig. (5) shows the variation of vertical stresses over a line passing through the centerline of the 

surface loading and the center of cavities (line I-I) in Fig. (3). The stresses are normalized by 

dividing the values by the applied load. From this figure, it can be seen that the vertical stress 

distributions increase with the increase of Zo/D ratio, reaching to maximum values as Zo/D ∞∞∞∞→→→→  

(case of no cavity). 

Fig. (6) shows the variation of horizontal stresses over a line passing through the centerline of the 

surface loading and the center of cavities ((line I-I) in Fig. (3)). The stresses are normalized by 

dividing the values upon the applied load, P. From this figure, it can be seen that the maximum 

value of horizontal stress decreases as Zo/D increases, and the point of maximum compressive 

horizontal stress lies between the ground surface and 0.5D below it, depending on the position of 

the cavity.  

Fig. (7) shows the variation of vertical stresses along a vertical line (II-II) (in Fig. (3)) at a distance 

of 0.625D from the cavity’s centerline (where D is the diameter of the cavity). It is evident from this 

figure that the maximum values of σy occur at the point lying on the horizontal level of the 

centerline of the cavities.  

Fig. (8) shows the variation of the horizontal stresses along the same line (as described above). 

From this figure, it can be seen that the value of σx  increases to  a  maximum  compressive  value 

above the centerline of  the cavity then reverses back to a maximum tensile value on the spring 

level. Afterwards, it decreases asymptotically to a minimum value as Zo/D ∞∞∞∞→→→→ . 
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Fig. (9) shows the distribution of vertical stresses over a horizontal line 4.0 meters below the 

ground surface, namely (III-III in Fig.(3)), which may represent the raft foundation level of some 

buildings. It is obvious that by increasing values of Zo/D, the corresponding σy values increase for 

the region X<D /2 and then take an opposite trend for X ≥ D/2. 
 
   

 

 

 

 

 

 

 

 

 

 

 

 

Figs. (10) and (11) show the vertical and horizontal displacements on the same line (III-III). It is 

noticed that their values increase with the decrease of Zo/D ratio. 
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Fig. (12) shows the vertical stresses over a horizontal line 1.0 meter below the ground surface              

(IV-IV) (Fig. (2)) which may represent the foundation level of many isolated footings. It is noticed 

that the heave effect starts to appear at a distance equal to d from the centerline of the surface 

loading. 

-0.00030

-0.00025

-0.00020

-0.00015

-0.00010

-0.00005

0.00000

0.00005

0 1 2 3 4 5 6

Zo/D=1.0

Zo/D=1.5

Zo/D=2.0

Zo/D=2.5

Zo/D=3.0

Zo/D= ∞�

Fig. (11)-Horizontal displacement along line III-III.�

X/D�

U
x

 (
m

)�
X/D 

 

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

0.0012

0.0014

0.0016

0 1 2 3 4 5 6

Zo/D=1.0
Zo/D=1.5
Zo/D=2.0
Zo/D=2.5
Zo/D=3.0
Zo/D=

Fig. (10) -Vertical displacements along line III-III.�

∞��

U
y
 (

m
)�



Journal of Engineering� �Volume 12    March 2006       � �Number 1 
� �

 

����

 

          

 

 

 

 

 

 

 

 

 

 

 

\ 

 

 

 

Fig. (13) shows the vertical displacements along the same line above (IV-IV). It is noticed that for 

the values of Zo/D < 3, the displacements can be significantly more and the cavity effect has to be 

considered.  For the values of Zo/D >3, the displacements do not exceed those from the case of no- 

cavity by more than 6% and then the effect of cavity can be neglected. 

 
 

 

 

 

 

         

 

 

 

 

 

 

 

 

 

 

       

  

CONCLUSIONS 

1- The boundary element method is a practical numerical tool that can be used to obtain solutions to 

a number of geotechnical problems of considerable complexity. 

2- For two-dimensional solid continuum problems, the boundary element method presents the same 

advantage concerning the discretization of only the boundaries and reduction of the time for 

preparation of data.  

3- A marked increase of stresses is found as the cavity approaches the ground surface and the stress 

distribution is very sensitive to the depth variation compared with the case of no-cavity 

conditions. 
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4- The maximum stresses occur at the haunches of the tunnel rather than at the crown. 

5- For the circular cavity that is considered in this paper, it was found that with increasing the depth 

below the ground surface (depth/tunnel diameter > 3), the surface settlements do not exceed 6 % 

from those obtained for the case of no-cavity condition. 
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ABSTRACT 
The paper records a study of an investigating the performance of a solid-rotor induction motor with 

a rectilinear inverter excitation to identify the effects of the associated time harmonics. The 

performance is determined experimentally by using a stator of a three-phase laboratory induction 

motor that is fitted with a solid-steel rotor and compared with the theoretical model developed 

which uses the Fourier components of the supply voltage waveform. Final conclusions are drawn 

from comparing motor performances with sinusoidal and inverter excitations. An equivalent circuit 

model is developed to determine the harmonic currents. The development of the theoretical model 

make use of the results of existing field analyses. Harmonic currents and other performance details 

including the possible interactions between the co-existing harmonics are determined and discussed. 

The measured values of torque, input current and power over full speed range with the two types of 

excitation are presented, and compared with the theoretical values. The waveforms of current, phase 

and line voltages are analyzed experimentally and compared with simulation results. The theoretical 

results correlate well with measured results and the significant harmonic effects are identified.      

 

��

��������

�������������������������	����
�������
�����������������	�����������	����������
������� Solid-Rotor�!�"�#
$��

�������������%&'()����#���*�
�+�,	�������-'#.*������/*�������#�0����1�2�3�)����%&')����#���*��45�
��6����7(��	(.�

���������)#�"��-�'�����8�������������7�	5��'��'#��2���	���9'����������������:(��
��(;�����(�������
�����	�:����

����#��(*�-'(�&���7�	5��'��7��<
���<�=����9
����� Fourier Components�!���%&'()����(#���*��(�����6

�����������%&')����#���*��"#�#���#���*�7�	5��'�����������	�����'.���-���	;��#>'?����-'�'����@��6�������#�(���7(��	(.�

������-��'#��	'�#A��>*'&����,�>�	���9
���-'#.*������6������������(#����B>'(���7�	5��'��7��<�=����9
�������
���#����
�

������������	����*�-@'�����6������������
#(���(��������-45�	������C#�'������������	���#�'D���-'#.*������-��'#�

�����'?�C;'����'?�'������7���#���,	�������-'#.*������6�������2�,�	.����78)�����'#����
���&����'.����-����.�������(&�1(�

���������������(#�=����7#.����B>'�����:��-���;��'?+�2�7��	;�E�#
$����
��
#2�����4&����2�����F	��6�����'(#�����(���

�����������#�=����B>'�����:��-���;��'#���5��'?�#����7���5�����������#���*�������6�����	#���&C��-.D����#�=����B>'����


?���#������&���-��#�0����	#	���7����#��)���7#.���:�-'#.*����������6 

 

 



EFFECT OF HARMONICS ON A 

SOLID-ROTOR INDUCTION MOTOR 
A. M. Saleh and A. Th. Radhi 

 

�����

KEY WORDS 

Harmonics, induction motor 

 

INTRODUCTION  

The most elementary type of rotor used in induction motors is the solid-steel rotor, which offers 

advantages in ease of manufacture, mechanically rigid and having good thermal properties. These 

features have made them attractive proposals to replace conventional rotors of induction motors, at 

least in some particular design and applications, and particularly for high-speed applications such as 

(20000-200000) rpm. The solid-rotor motor have high starting torque with low starting current, high 

rotor mass to absorb heat during repetitive starts, and a wide range of speed control for a narrow 

range of voltage variation. Many attempts have been made at improving their performance. Early 

attempts rely on using a soft-iron rotor with copper end plates [I. Woolley, 1973], to reduce the 

effective rotor resistance and achieve the desired torque. New attempts use different approaches of 

using composite rotor constructions [J. Saari, 1998, D. Gerling, 2000].  

The development of static switching devices with high power ratings is leading to their 

continuously increasing application in the control of electrical machines. The static Inverters started 

replacing the old rotary converters. Inverters operation is based on the switching techniques. 

Therefore, their output is a nonsinusoidal voltage waveform. Fourier analysis show that inverter 

waveform contains many harmonics, when compared with old rotary converters. The solid-rotor 

motor has a significant advantage over conventional cage-rotor motors, when used in conjunction 

with solid-state drives [Leo A. Finzi, 1968]. Its rotor impedance have a numerical value which 

depends strongly on the magnitude of the voltage applied to the stator terminals for any given 

frequency [Leo A. Finzi, 1968]. The output voltage and current waveforms of the inverter are rich 

in harmonics, and these harmonics may have adverse effects on the motor performance. Harmonics 

can be a source of trouble in induction motors, producing extra losses and noise. The orders and 

magnitudes of the current harmonics which are present in the converter output depend on the design 

of the static converter and on the type of load, and are usually amenable to analysis by Fourier 

series. 

The performance of induction motors operating on a nonsinusoidal voltage can be analyzed using 

different approaches. Among these are the equivalent circuit approach [G. C. Jain, 1964, B. J. 

Chalmers, 1968, A. M, 2001], the generalized machine theory approach and the multi-reference 

frame approach. The last two approaches yield time domain results making them convenient for 

analyzing the dynamic performance of induction motors [A. M, 2001]. Since the work presented in 

this paper deals with the steady-state performance, the equivalent circuit approach is adopted 

through out the presented work to comply with the Fourier analysis approach. 

   

THEORY AND MODELING OF A SOLID-ROTOR INDUCTION MOTOR  

A solid-rotor induction motor operates according to the same principles of operation as a 

conventional induction motor. The performance of such a motor is characterized by the nature of 

the interaction between the air-gap revolving field and the eddy currents induced in the solid-rotor, 

which develop the electromagnetic torque. 

It is necessary to evaluate the impedance of the solid- rotor, both in phase and magnitude, to predict 

the behaviour of the motor under load conditions. The main difficulty in deriving an expression for 

this impedance arises from the extremely nonlinear magnetisation characteristic of the steel 

material. Many different approaches have been adopted to the calculation of eddy current loss in 

unlaminated magnetic materials aiming to develop an equivalent rotor impedance to be included in 

the parameters of motor equivalent circuit. 

Early attempts are based on the assumption of material constant permeability, i.e. they considered 

the rotor as a linear medium. More realistic attempts used non-linear approximations to fit the 

magnetising curve, such as a limiting non-linear rectangular approximation. The limiting non-linear 
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method is well established and its result agrees well with practical measurements. It is simple to 

use, and widely-accepted since the magnetising force at the surface of the solid-rotor is usually high 

enough to drive the rotor material well into saturation. Both the non-linear and linear models has 

found application in the modeling of a solid-rotor machines. 

  

SOLID-ROTOR MOTOR WITH SINE-WAVE SUPPLY 

In the solid-rotor motor, the mechanism of flux penetration into the magnetic material depends 

greatly on the magnetic nonlinearity of the iron. Hence it is desirable to think in terms of equivalent 

circuit, it is recognized that the rotor circuit parameters have a peculiar property that for any given 

frequency, their numerical values depend strongly on the magnitude of the voltage applied to the 

stator terminals. To determine the rotor losses and torque of an induction machine with a solid-steel 

rotor, results of the approximate theory based on an rectangular B-H characteristic for steel material 

(which has been successfully used for a very wide range of applications which is called the limiting 

non-linear theory) is used in dealing with the fundamental voltage component as well as sine-wave 

supply.  

The flux penetration into solid steel considers that the flux density within the steel may exist only at 

a magnitude equal to a saturation level ± sB . Thus for a givenφ , as approximately occurs with a 

constant applied voltage, δ  is constant and is independent on rotor frequency                                        

[B. J. Chalmers, 1984]. Using the limiting non-linear representation in the analysis of solid-rotor 

yield an expression for the equivalent rotor impedance referred to the stator [B. J. Chalmers, 1984, -

1972- 1980-1982], the rotor phase angle is given by this analysis as 26.6
°°°°

. Impedance expression is 

found upon analysis of the eddy-current losses at slip frequency in the solid rotor. The general form 

of the expression of rotor impedance is given in eq. (1) 

 

Z2f= 2

22

θ
φ

ρ
∠�
�
�

�
�
�
�

�

sDK

BNAmL

e

s                                                                                   (1) 

 
Where 

  L: Rotor length 

m : Number of stator phases. 

N : Effective number of stator turn per phase. 

ρ : Rotor resistivity. 

 sB : Saturation flux density of the rotor material.                

          eK : End effect factor [1]. 

D : Rotor diameter. 

  s: Slip  

A  and the phase angle 2θ   are constants.  

The value of A is (
39

1280

π
) and 2θ is 26.6

°°°°
. In practice the empirical adjustment of 2θ  to 30

°°°°
, 

slightly above the value of 26.6
°°°°

, gives consistently good correlation with practical results for a 

wide range of design [B. J. Chalmers, 1984, A. M. Saleh, 1985].  The variable quantities in eq. (1) 

are the slip s and the flux per pole φ , which is dependent on the air-gap voltage and this, in turn, 

varies with stator current owing to the presence of series stator impedance [B. J. Chalmers, 1972]. It 

is seen that Z2f  is inversely proportional to the product of flux and slip and this arises from the 

effect of the magnetic non-linearity of the rotor material. For an induction machine with uniform 
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air-gap flux the rotor impedance at the fundamental supply frequency can be expressed in terms of 

the air-gap voltage, E, [A. M. Saleh, 1985] as below   

  

Z2f= 2

32

θ
ρ

∠�
�
�

�
�
�
�

�

DEsK

fBNAmL

e

s
                                                                                              (2) 

 

 Equivalent Circuit 

The equivalent circuit of the polyphase induction motor with a solid-rotor, resulting from the 

treatment mentioned above, is shown in Fig.(1), where r1 and x1 represent the stator winding 

resistance and leakage reactance, xm represent the magnetizng reactance and Z2f is the rotor 

equivalent impedance referred to the stator at the fundamental supply frequency eq. (2), the core 

losses is neglected. So far the circuit appears to have the same configuration as the familiar 

equivalent circuit of conventional polyphase induction motors. 

The equivalent impedance per phase is given by 

 

Z=Z1+Zm Z2f /(Zm+Z2f )                                                                                                         (3) 

 

Where  Z1=r1+jx1, 

  Zm=jxm  

 

The input power to the rotor per phase is given by 

 

P2=I2
2
 R2f                                                                                                                               (4) 

 

Where R2f is the rotor resistance referred to stator (i.e. is the real part of Z2f ). 

The rotor loss is (s P2), then the developed gross output power per phase is 

 

P=(1-s) P2                                                                                                                              (5) 

 

The developed total torque is 

 

T1=3P/wr                                                                                                                                (6) 

 

But, wr =(1-s) ws , then 

 

T1=3P2 / ws = 3I2
2
 R2f / ws                                                                                                     (7) 

 

Where ws is the synchronous speed of the stator field in rad/sec. 

      

                                                                                                             

                                                                                                                                  

                                                                                                                                                                                                                                                           

                                                                                                                        

                                                                                                                         

 
 

 

Fig. 1 Equivalent Circuit Per Phase�
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HARMONIC ANALYSIS OF 3-PHASE INVERTER  

The application of symmetrical, nonsinusoidal three-phase voltages of constant periodicity to the 

motor terminals results in symmetrical nonsinusoidal three-phase motor currents. These currents 

may be thought to consist of a fundamental component plus higher time harmonics                       

[Muhammad H. , 1993]. 

The waveform of inverter voltage depends upon the type of converter and the period of conduction 

of thyristors. It is rectangular or stepped waveform for 180
°
 thyristor conduction angle. For a pulse 

width modulated inverter, output voltage waveform is a pulsed wave depending upon the method of 

modulation. The nonsinusoidal input wave is resolved into Fourier series. The behaviour of the 

machine is obtained by superposing the effects of fundamental and harmonics. This method 
provides informations about individual harmonic behaviour which reflect a guide to the inverter 

design. 

 

Fourier Steady-State Analysis   

The output voltage waveform of a three-phase inverter feeding a three-phase induction motor 

depends on the conduction period of the switching elements. The output waveform of the inverter 

is, however, periodic and can be analyzed using Fourier series. For symmetrical waveforms                  

(the positive half cycle is the same as the negative half cycle) there will be no even order harmonics 

(i.e. 2,4,6,..etc.). Hence, by using Fourier series and according to the waveform shown in Appendix 

[A], the only orders of harmonics that can be affect machine performance are 

n=6k ± 1                                                                                                                                (8) 

Where  k=1,2,3,…etc. 

According to the Appendix [A], the expression for the phase voltage, first phase, say va can be 

written as 

va= �
∞

= ,..7,5,1n

Vn sin (nwt)                                                                                                        (9) 

Where the constant Vn is determined as shown in appendix [A] depending on the shape of the 

waveform under consideration.  

The harmonic of order n=6k-1 (such as n=5,11,17,…etc.) travels in a direction opposite to that of 

the fundamental field with the same number of poles as the fundamental field, i.e., it rotates at a 

speed equal to ((6k-1) Ns ) [6]. The harmonics of order n=6k+1 (such as n=7,13,19,…etc.) travels in 

the same direction as the fundamental at a speed equal to ((6k+1) Ns). 

The eq. (8) can be written in a more convenient form to indicate the sequence of the harmonic, too, 

as: 

 n=1 ± 6k                                                                                                                             (10) 

Thus, the harmonic orders are -5,7,-11,13,…etc. The negative sign associated with the n
th

 harmonic 

represents a negative sequence harmonic order. Third harmonic voltages are in time phase, they 

form a zero-sequence voltages. They can not push a current in a star-connected stator windings with 

no neutral connection. All harmonics of order triple n will be zero-sequence, and therefore their 

effect will be negligible.   

A time harmonic of order "n" results in a harmonic synchronous speed nNs and if the machine is 

rotating at a speed Nr the n
th

 harmonic slip is given by 

 

sn= (nNs ± Nr) / nNs                                                                                                              (11) 

The negative sign in eq. (11) refers to forward rotating fields, obtained with harmonic order 

1,7,13,…etc., while the positive sign refers to backward rotating fields, obtained with harmonic 

order 5,11,17,…etc. In terms of fundamental frequency slip, the time harmonic slip is found to be 
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sn=(n ± (1-s))/ n                                                                                                                   (12)   

  

Hence the frequency of the n
th

 harmonic rotor current is 

f2n=sn (nf1)=[n-(1-s)] f1                                                                                                        (13) 

 

For normal operation of an induction machine, s is usually very small and s is much less than  n-1  

and therefore  

sn=(n-1) / n                                                                                                                           (14) 

and,   

f2n =(n-1) f1                                                                                                                          (15)  

Assuming that the saturation effect is negligible, that may arise due to superimposing voltages of 

different frequencies [1988], the principle of superposition can be applied to determine the overall 

performance of the 3-phase induction motor. Superposition principle rely on the assumption of 

linear systems. Therefore, this method is subject to the limitation imposed by the superposition 

principle. However, for nonsinusoidal voltage waveform, the motor behaviour for the fundamental 

is, as well as for individual harmonics are, determined independently and the net performance is 

assumed to be the sum of the contributions of each harmonic of the voltage waveform. The 

equivalent circuit of the induction motor is used in the analysis and the behaviour of the motor for 

each harmonic voltage is obtained by modifying the equivalent circuit for the harmonic under 

consideration. Thus a series of independent equivalent circuits (one for each harmonic) are used to 

calculate the complete steady state behaviour of the motor. The lack in the superposition principles 

is overcome by considering the possible interaction between field components which are present in 

the machine. 

INVERTER FED SOLID-ROTOR MOTOR 

An alternating magnetic field induces eddy currents in the material of iron cores. The eddy currents 

oppose the change of the flux, thus the magnetic field and flux can only penetrate to a certain depth 

within the magnetic material. The inner part of the material is left without flux. The depth of flux 

penetration is defined as the distance from a surface of a conductive material plane where an 

amplitude of an electromagnetic incident wave penetrating into the magnetic material                            

[J. Lahteenmaki, 2002]. As the harmonic flux penetration into the rotor material is relatively small, 

the rotor is therefore assumed to have a constant permeability equal to the computed value at the 

rotor surface, and the surface impedance may be evaluated for each harmonic [D. O'Kelly, 1976]. 

The small harmonic flux component (of high frequency) is considered superimposed upon the 

larger fundamental component of flux. Results of the linear electromagnetic representation of the B-

H curve is used in the analysis of a solid-rotor motor with nonsinusoidal supply. This method yields 

the classical depth of penetration which is dependent upon rotor angular frequency. The linear 

representation of the B-H characteristic of rotor steel, obviously, assumes a constant 

permeability, µ (i.e., B= µ H). 

The assumption of linear magnetic material is non-realistic and this analysis is rarely used. 

However, it is widely used to treat cases of superimposed flux components rotating at different 

frequencies [B. J. Chalmers, A. M. Saleh, 1980-1982-1985]. The rotor impedance referred to the 

stator according to this method of analysis may be presented for each harmonic order under 

consideration as given below 

Z2n =
°° ∠��

�

�
��
�

�
�
�
�

�
�
�
�
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Where   fn =nf1, 
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and, 

  sn =n± (1-s)/n 

  

This expression with a value of a phase angle of 45
o
  and with a value of constant incremental 

permeability rµ of 43 is used in the analysis of this study. Reference [10] gave a table with values 

of rµ for different sizes of machines and ranges of electromotive forces, derived from tests carried 

out on rotor materials. The use of a constant value of rµ of 43 was found acceptable during the 

experimental test over a wide range of positive and negative sequence field intensities [B. J. 

Chalmers, 1984, A.M. Saleh, 1985]. 

 

Harmonic Equivalent Circuit 

The fundamental frequency equivalent circuit shown in Fig. (1) must be modified to take into 

account the harmonic frequencies. This can be achieved by introducing the following changes [B. J. 

Chalmers, 1977, A.M. Saleh, 2001]: 

i- all reactances have a value of “n” times their value at the fundamental frequency f1, 

ii- the operating slip is the harmonic slip sn. 

The equivalent circuit of a solid-rotor induction motor with nonsinusoidal voltage supply appears to 

have the same configuration as the familiar equivalent circuit of a conventional induction motor 

under the same supply voltage as shown in Fig. (2). The only difference is in the expression of the 

rotor impedance referred to the stator for harmonic orders under consideration as given in eq. (16) 

above. 

 
 

  

                                                                                                                                                          

                                                                                                                                                                    
                                                                                                                                                               
 

PRINCIPAL EFFECTS OF HARMONICS 

The additional losses due to the presence of harmonic may be high if the supply waveform have 

large harmonic contents. These losses result from the increase in magnetic and ohmic losses. 

Magnetic losses are caused by harmonic main flux and harmonic leakage flux. Since rotor slip, sn, is 

almost unity, stator harmonic current is reflected in the rotor and the resultant main harmonic flux is 

low. Magnetic loss in metallic parts caused by harmonic leakage flux is difficult to estimate [A.M. 

Saleh, 1985]. It is believed that ignoring these losses can introduce negligible error, due to the low 

level harmonic fluxes. Therefore the magnetic loss increase is considered negligible and loss 

increase is attributed, mainly, to the copper loss. 

        

Stator Copper Losses 

The total rms value of harmonic currents is given by 

Ih= �
∞

= ,..7,5

2

n

nI                                                                                                                        (17) 

Where Ih=harmonic currents. 

 

The rms value of the total current is 

I=
22

1 hII +                                                                                                                         (18) 

  

Fig. 2 Harmonic Equivalent Circuit  
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The additional stator copper losses are determined by adding the losses due to each harmonic. 

Therefore, the increase in the stator copper losses is (Ih
2 

r1) and the total copper losses per phase can 

be written as [G. C. Jain, 1964, B. J. Chalmers, 1977] 

  

Ps=I1
2
 r1+Ih

2
 r1=I

2
 r1                                                                                                             (19) 

 

The above equation describes the loss increase if the supply waveform have large harmonic 

contents. The additional losses owing to time-harmonic currents will increase the conductor heating 

due to higher current flow. In large machines and due to the skin effect the resistance of windings is 

subject to further increase, too. Higher the frequency, higher the resistance, so when harmonic 

current flows, the resistance associated with a given harmonic will get increased amplifying the 

copper loses and increasing the heating of the machine. This is not considered in the present work. 

       

Rotor Losses 

For a conventional cage-rotor induction motor, the rotor resistance variation due to skin effect must 

be taken into consideration and particularly for deep-bar rotor construction. The rotor loss for every 

harmonic can be determined. The losses due to each harmonic are added to get the total losses. 

Usually, these additional rotor losses form a large portion of additional losses in the induction 

motor operating on a nonsinusoidal voltage [B. J. Chalmers, 1977]. 

For a solid-rotor induction motor, the rotor resistance for each harmonic order can be determined 

and the losses due to each harmonic order are determined and added to get the total rotor losses as 

given by 

Pr=I2
2
 s R2f + �

∞

= ,..7,5n

I2n
2
 sn R2n                                                                                               (20) 

 

Mean Developed Torque 

Due to the nonsinusoidal air-gap flux and rotor current, a torque is developed for each harmonic 

component as happens with the fundamental component. The developed torques can act in the 

forward or in the backward direction depending on the harmonic order [Subrahmanyam, Vedam., 

1988]. 

A unidirectional harmonic torque is generated by the interaction between an air-gap flux and a rotor 

current component of the same harmonic frequency. It is noted that the net effect of torque 

harmonics is usually too small in comparison to motor rated torque [W. Shepherd, 1998], as will be 

explained hereunder. 

Each harmonic produces an air-gap power and this power corresponds to a harmonic torque Tn 

acting at a speed of nws (radians per second). Thus, the air-gap power per phase is 

 

Tn nws=I2n
2
 R2n                                                                                                                       (21) 

 

Where R2n is the resistance of a solid-rotor referred to stator at the frequency of the harmonic under 

consideration. 

This torque can be positive or negative depending on the order of the harmonic under consideration. 

The equivalent torque in synchronous watts per phase, referred to the fundamental frequency is 

given by 

 

 Tn= I2n
2
 R2n /n                                                                                                                      (22) 
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For forward rotating fields of order 1,7,13,….etc., the torque is positive and for reverse rotating 

fields of order 5,11,17,….etc., the torque is negative. The net developed torque due to fundamental 

and harmonic currents are 

T=T1 ± �
∞

= ,....7,5n

Tn                                                                                                                   (23) 

Where T1 is the fundamental torque. 

The positive sign refers to the torque of a harmonic order in the same direction of fundamental 

torque (i.e., n=7,13,19,… ) and the negative sign refers to the torque of a harmonic order in the 

reverse direction of fundamental torque (i.e., n=5,11,17,… ). Although, the net harmonic torques 

are acting against the fundamental one, it is clear that Tn is very small and the most significant 

torque reduction arises from the low order harmonics (i.e., 5
th

 and 7
th

). 

 

Torque Pulsation 

The fundamental useful steady state torque is developed by the interaction between the fundamental 

stator air-gap flux and the rotor current. This is a steady constant torque i.e., it does not pulsate in 

magnitude. However, it is superimposed by the parasitic torques which may be either steady or 

pulsating torques. Steady torques are due to interaction of air-gap flux and rotor current belonging 

to the same harmonic. As explained in the previous section, a fifth order harmonic produce braking 

torque as their direction of rotation is opposite to that of the fundamental. A seventh order harmonic 

produce a motoring torque as their rotation is in the forward direction. In addition to the 

unidirectional harmonic torques, a pulsating torque is developed due to interaction between air-gap 

flux and rotor current belonging to different harmonics. 

  This pulsating torque whose frequency is the difference between the frequencies under 

consideration [A. M. Saleh, 2001]. For example, the pulsating torque pulsating at 6f1 is generated 

when fundamental flux reacts with either fifth or seventh harmonic rotor currents. The result is a 

torque pulsation of six times the fundamental frequency superimposed on the steady-state 

unidirectional torque [W. Shepherd, 1998].    

Table (1) summarises the possible interaction of harmonics with each other and the frequency or 

the direction of the resulting torque. The interaction can be denoted by flux (or magnetizing current) 

and rotor current [A. M. Saleh, 2001]. All harmonics co-exist and the following torques, up to the 

seventh harmonic, are generated by the interactions between their fluxes and currents: - 

a)Im I2 : the fundamental torque. 

b)Im5 I25 and Im7 I27 : the torque of each harmonic current. 

c)Im I25 and Im I27 : torque of harmonic currents and fundamental flux. 

d)Im5 I2 and Im7 I2 : torque of fundamental current and harmonic fluxes. 

e)Im5 I27 and Im7 I25 : torque of harmonic currents and fluxes. 

The torques in (a) and (b) are steady torque and non-pulsating and have been covered in previous 

sections. Since Im5 and Im7 are very small, and the most significant pulsation of torque is resulting 

from the interaction between fundamental flux and harmonics currents, that in (c) above, and the 

torque in (d) and (e) are of negligible importance. For the fundamental component, the air-gap 

power is equal to the developed mechanical power which can be expressed as torque in (Newton-

meters) acting at the synchronous speed. Thus, the torque per phase is given by 

 

T1 =E1I2 cos Φ /ws                                                                                                                (24) 

 

Where Φ  is the phase angle between the air-gap voltage E1 and rotor current I2 and with solid-rotor 

its value is 30 ° , and ws=2π f1/p=w1/p  where p is the number of pole pairs,  then ws=w1/p. 

E1 is given by 
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E1=jImxm=jImLmw1                                                                                                               (25) 

 

Where Im is the magnetizing current and  Lm is the magnetizing inductance. 

From the phasor diagram shown in Fig. (3), θ = 60 ° and one can show that (I2 cos Φ =I2 sinθ ), 

therefore, 

 

T1=0.866p ImLmI2                                                                                                                (26) 

 

Fig. (4) shows the phasor diagram of a harmonic, and from this phasor diagram the harmonic torque 

per phase is given by 

 

Tn=pImn LmI2n cos Φ n= pImn LmI2n sin θ n                                                                             (27) 

 

Where Φ n=θ n=45 ° . Therefore, 

 

Tn=0.707pImn LmI2n                                                                                                              (28) 

 

From the combined phasor diagram shown in Fig. (5) the varying torque is 

 

Tv=ImLmp (I25 sin ( 5θ -45 ° ) +I27 sin ( 7θ +45 ° ))                                                                   (29) 

 

with  5θ =α -6wt 

   7θ =γ +6wt 

Where α and γ are the values of 5θ  and 7θ  at wt=0. For any square symmetrical waveform 

α =γ =0 or π [7]. Thus, 

Tv=ImLmp (I27 sin (6wt+45 ° ) -I25 sin (6wt+45 ° ))                                                                (30) 

 

Since ImLm=E1/w1 , then, 

 

Tv=(E1/w1)p(I27 – I25) sin (6wt+45 ° )                                                                                   (31) 

 

For a conventional induction motor, the torque pulsation can be expressed as [A. M. Saleh, 2001] 

 

Tv=(E1/w1)p(I27 – I25) sin (6wt)                                                                                           (32) 

 

This expression is the same as that in solid-rotor induction motor as given by eq. (31). The only 

difference from solid-rotor is the phase shift of (45 ° ) in torque waveform. Therefore, this torque 

pulsate at six times the supply frequency. In the absence of 5
th

 and 7
th

 harmonics, the 11
th

 and 13
th

 

harmonics give pulsation at twelve times the supply frequency. The motor torque pulsation can be 

made smaller by increasing the magnetizing inductance, and by reducing the direct-current ripple 

when the motor is on no-load [G. K. Creightion, 1980]. It might be possible to reduce the torque 

pulsations by lowering the ripple current with a high-frequency dc link chopper                                      

[G. K. Creightion, 1980]. 

The self-reactance of the induction motor have great influence on the amplitude of torque pulsation. 

An external reactance can be added to a low reactance machines to reduce the torque pulsation               

[A. M. Saleh, 2001]. However, this may effect the fundamental torque and it is applicable to small 

machine of low output torque. The main effect of torque pulsation result from the low order 

harmonic. Usually the lower pulsating frequency is much higher than the natural frequency of the 
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mechanical system composed of the rotor and the coupled load. The high inertia of the rotating part 

can damp out these oscillation at the shaft at normal running speeds. However, for wide range 

variable speed drives an analysis of the mechanical resonance speeds is necessary to avoid damages 

due to possible amplification of pulsating torque at resonance. 
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      Direction or 
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th 
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th 

1
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5
th 

5
th 
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5
th 
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7
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SIMULATION AND EXPERIMENTAL RESULTS 

The induction motor used in simulation and in the experimental tests has the following 

characteristics: a three-phase induction motor with a conventional stator wounded with a four-pole 

three-phase windings.  Fitted with a solid-steel rotor.  The parameters of this motor were identified 

through the necessary tests. The parameters are given with operating motor data in appendix [B]. 

The three-phase induction motor was studied under nominal load for two different source 

conditions: i) sinusoidal and balanced three-phase supply. ii) Variable frequency inverter at 50Hz. 

The motor performance was calculated by computer simulation and found experimentally in the 

laboratory for the two conditions. 
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The three-phase motor with solid-rotor was tested with a sinusoidal supply at rated voltage and 

frequency. The calculated and measured stator input current as a function of slip is shown in                

Fig. (6). It is clear that the calculated and experimental results are in a close agreement.  

Torque/slip curve is given in Fig. (7) for the motor tested in the motoring condition. Experimental 

points are also shown in this figure.    The measured torque, at a given slip, is in general less than 

the corresponding calculated values by not more than 4.1%. This is caused by neglecting the 

friction, windage (i.e. the mechanical losses) and surface losses in the simulation analysis. 

The input power / slip curve is shown in Fig. (8). This figure shows that the measured points at 

small values of slip are higher than the calculated points by an average error percent of 3.87%. This 

is owing to ignorance of the stator core losses in the simulation program and might be due to an 

error in wattmeter readings. Fig. (9) and Fig. (10) show oscillograms of phase and line voltage 

waveform of laboratory inverter with its  wave analyzer result. This laboratory inverter is used to 

drive the solid-rotor motor in laboratory work with a square wave supply voltage at 50Hz whose 

fundamental voltage component equal to rated sinusoidal value. 
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Fig. (11) show the simulation and measured stator input current as a function of slip of a solid-rotor 

motor fed by inverter. The Figure shows that the results are in good agreement. Torque /slip and 

input power curves are given in Fig. (12) and Fig. (13) respectively. The experimental torque 

measurement are lower than the calculated points by not more than 6.36%. This is caused by 

neglecting the friction, windage (i.e. the mechanical losses) and surface losses in the simulation 

analysis. The input power measured points are slightly greater than the calculated points at low slips 

by an average percent of error of 3.6%. This is owing to ignorance of the stator core losses in the 

simulation program and might be due to an error in wattmeter readings. 

The simulation and experimental graphs of phase current of a solid-rotor motor with its wave 

analyzer for light load slip value of 0.263 obtained from the experimental machine and at standstill 

slip value of 1 are presented respectively in Fig. (14) to Fig. (15). In the case of computer simulated 

current the results in the simulation are obtained considering up to 25
th

 harmonic order. Table (2) 

shows the simulation and experimental DF and THD of the phase current calculated and measured 

up to 19
th

 harmonic order. It is seen that, the DF results are in good agreement, while THD 

experimental results differ slightly by 13.2% from the calculated results. It is seen that, the DF and 

THD results are seems to be the same for the three slip values given in the table. 
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Slip 
Simulation 

DF(%)          THD(%) 

Experimental 

DF(%)          THD(%) 

0.263   99.7488          7.1   99.712           7.6 

0.51   99.755            7.01   99.63             8.625 

1   99.787            7   99.668           8.167 
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Table (2) DF and THD of a Solid-Rotor Motor Current �
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The most pronounce effect of harmonic voltages and currents on the induction motor is the 

increased heating due to the additional losses, mainly the copper losses associated with the 

harmonic currents. The increase in the input power of the motor due to the presence of harmonic is 

mainly consumed in the motor as losses forming an additional source of heat. The extra losses are 

dissipated within the stator and rotor of the machine. The loss increase due to presence of 

harmonics can consequently reduce the developed torque, due to temperature rise. The additional 

temperature rise increases stator and rotor resistance. Increases in these resistances reduce the 

fundamental torque of the machine. As a result, the overall efficiency of machine decreases as a 

consequence of the increase in losses. A solution to this problem could be the filtering of such 

harmonics at the inverter load. The steady harmonic torques are acting against each other and, at 

least for the machine under test, their net torque is small. The net harmonic torque is acting against 

the fundamental torque. The main effects of the harmonics on the operation of motors result from 

the low harmonics order. The harmonic content of the current depends upon the motor slip. It 

depends, to great extent, on the leakage reactance of the motor. A larger leakage reactance reduces 

the harmonic content of the current. The pulsating torques are produced by the interaction of the air-

gap flux components (the fundamental flux and harmonic flux components) and rotor harmonic 

currents. The main torque pulsation result from the interaction between the low order rotor 

harmonic currents. The peak values of torque pulsation due to the low order harmonic frequency 

(i.e. 5
th

 and 7
th

 ) is negligibly small for the motor under test. The pulsation reduces very greatly with 

increase of harmonic frequencies, since motor will have to withstand the pulsatio.. The calculated 

and measured results are in general in a close agreement for the two supplies conditions. The 

simulation and experimental DF results of a solid-rotor motor phase current are in good agreement. 

While, the THD experimental results differ by 13.2% from the calculated results. A solid-rotor 

motor has a lower input current than that of a conventional motor of the same frame size, when 

driven by inverter voltage supply. This is due to high rotor impedance of solid-rotor motor. 

Therefore, the stator losses are less than that in the case of conventional motor and the temperature 

rise of the motor is also less. As a result the efficiency of the solid-rotor motor is less sensitive than 

that of a cage-rotor motor with respect to supply type. 
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Consider the general form for square-wave shown in Fig. (A.1) where β represent conduction 

period.   

 

             -Vd     -(π + β )/2<wt<-(π - β )/2                     

v(wt)=  0        -(π - β )/2<wt<(π - β )/2 

              Vd      (π - β )/2<wt<(π + β )/2 

 

V(-wt)=-V(wt) therefore bn=0, i.e., no cosine term. 

The function have symmetry about the x-axis therefore a0=0. 

v(wt+π )=-v(wt) therefore a2n=0 

an=2Vd/π �
+

−

2/)(

2/)(

βπ

βπ

sin (nwt) dwt 

   =-2Vd/nπ [cos n((π + β )/2)-cos n((π - β )/2)] 

   =4Vd/nπ [sin n β /2.sin nπ /2] 

For β =180
°
, 

an= 4Vd/nπ [ sin nπ /2]
2
 

and, 

 V=�
∞

=1n

4Vd/nπ sin nwt 

Let 4Vd/π = 2 Ea, then, 

v=�
∞

=1n

2 Ea/n sin nwt 

Where Ea is the rms value of the fundamental component. 

For β =120
°
,  

an= 4Vd/nπ [ sin nπ /3] [sin nπ /2] 

   =2 3 Vd/nπ sin m wt 

Where  

m=1 ± 6k      for k=1,2,3,……,etc. 

n= m *(-1) 
m+3  / 2 

So if  2 Ea= 2 3 Vd/π , it follows that 

v= 2 Ea [sin (wt)-1/5 sin (5wt)-1/7 sin (7wt)+1/11 sin (11wt)+ 

                1/13 sin (13wt)+………..] 

Similarly, for the stepped-voltage waveform shown in Fig. (A.2), which it is have the same 

properties of Fig. (A.1) and by applying Fourier analysis yields that: - 

 

v=2Vd/π  [sin (wt)+1/5 sin (5wt)+1/7 sin (7wt)+1/11 sin (11wt)+ 

                1/13 sin (13wt)+………..] 

or 

v= �
∞

=1n

2Vd/nπ sin (nwt) 
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Appendix [B] 

 

Motor name plate 

 

FB ELECTRICAL MACHINE TUTOR / ENGLAND 

          Type: EMT-180 

          Number of Poles, p: 4 

          Number of Phases, m: 3 

          Connection: Υ∆ /             

�         Power, W: 250  

          Voltage, V: 138/240  

          Frequency, Hz: 50  

          Current, A: 2.5   

Per-phase parameters at 50 Hz obtained by Test : - 

 

Stator data  

                   

                  Element                                                                         Value 

 Stator resistance per phase, r1, �                                                      19  

 Stator reactance per phase, x1, �                                                      24 

 Stator magnetizing reactance per phase, xm, �  (with solid-rotor)   98 

 Effective number of stator winding turns in series per phase, N     780 

  

 For Solid-Rotor 

 The experimental machine under test, it is the same type and rating of the experimental machine 

used in the test in the work presented in reference [10]. Therefore, the values of rotor saturation flux 

density, Bs, and rotor resistivity,ρ , used in the analysis of this work are the same that used in the 

reference [10] as given below: 

B s                             1.8 W b /m
2

 

ρ                                   22e-8 �.m 

 

Rotor length and diameter are measured directly in the lab as given below:    

L                                   0.034 m 

D                                   0.1m 

 

The value of End-effect factor (K e ), for the experimental rotor without end-plates is obtained from 

reference [1] as given below:    

K e                                  0.185 
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ABSTRACT  

Basrah crude oil Vacuum residue 773
+
 K with specific gravity 1.107 and 4.87wt. % sulfur, was 

treated with hexane commercial fraction provided from Al-Taji Gas Company for preparing 

deasphaltened oil(DAO)suitable for hydrotreating process. 

Deasphaltening  was carried out with 1h mixing time, 10ml:1g solvent to oil ratio and at room 

temperature. 

Hexane deasphaltened oil was hydrotreated on presulfied commercial Co-Mo/ 32OAl−γ catalyst 

in a trickle bed reactor. The hydrotreating process was carried out at temperature 660 K,LHSV 1.3 

h 
–1

, H2/oil ratio 300 l/l and constant pressure of 4MPa. 

The hydrotreated product was distillated under vacuum distillation unit. It is found that the mixture 

of 75% of vacuum residue with 25% anthracene satisfies with requirements for graphite electrodes 

binder. 
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INTRODUCTION 

Graphite electrodes binders are the residues from petroleum refining for heavy oils,coal-tar pitches, 
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petroleum pitc hes, natural pitches, and the pyrolysis residues from heavy petroleum 

materials.These binders usually are solid and high viscous black materials, with low solubility in 

water but are dissolved in many organic solvents.The properties of graphite electrode binder depend 

on the nature of material obtained by vacuum distillation and its initial boiling point. Softening 

point, coke yield, sulfur content,BI and QI,are most important properties of the binder                         

(Hatano 1989, Wagner1988). 
It is well known that petroleum asphalt obtained by vacuum distillation of reduced crude oil used as 

basic component for binder production(Wagner1986). 
Deasphalting and hydrotreating of the petroleum asphalt are the most important processes for binder 

production from heavy petroleum products. 

Vacuum residue contained a fraction “asphaltenes” which has a particularly strong influence on the 

rate of HDS. Therefore,the deasphaltening process with low boiling liquid hydrocarbons for the 

vacuum residue before the hydrotreating process is very important, because of the most sulfur and 

metals could  be removed with the precipitated asphaltenes.In order to obtain an acceptable level of 

sulfur and metals in deasphaltened oil,hydrodesulfurization should be applied(Gary (1994). 
In this work,first attempt was carried out for obtaining a binder for graphite electrodes from high 

sulfur and metal content asphalt.Asphaltenes was separated from the vacuum residue by hexane 

solvent.The deasphaltened vacuum residue was hydrotreated,then ,binder was obtained by mixing 

the hydrotreated deasphaltened vacuum residue with anthracene. 

 
EXPERIMENTAL WORK 

 

 Deasphaltening Unit 

The deasphalting unit consists of three main stages as follows: 

 

Mixing stage 

The vacuum residue or asphalt was mixed with a light solvent in 2-neck glass flask. 

The flask set on a magnetic stirrer and the mixing proceed by 12.5 mm magnetic bar. High 

efficiency condenser connected with upper neck of the flask for solvent recovery, this 

condenser already cooled by alcohol chiller at temperature of 256 K, the other neck fitted with 

the thermometer. The mixing carried out at room temperature with 1h mixing time and at 

10ml:1g solvent to oil ratio. 

 

Filtration and drying 

The asphalt-solvent mixture introduced to the filtration process, where Buchner funnel                 

(250 mm I.D) connected to the filtration flask fitted with filter paper for medium filtration 

speed. The filtration flask connected to a vacuum system includes a trap, condenser, and 

cooling machine. For removing of the remaining precipitate inside the mixing flask, washing 

solvent ( hexane) was added and then filtrated. Then the filter paper placed in a hot electrical 

furnace (383 K) to evaporate the solvent associated with the precipitated asphaltenes for about 

10 to 20 min. The dried filter paper then weighted to evaluate the percentage of asphaltenes 

yield. 

 

Solvent recovery stage 

The DAO-solvent mixture obtained from filtration stage introduced to a stripping stage in 

order to remove the solvent from the deasphaltened oil. 

 

Hydrodesulfurization Unit 

The desulfurization of deasphaltened oil was done in hydrotreating pilot plant continuous 
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high-pressure unit. Process flow diagram of the hydrodesulfurization unit employing a co-

current up-flow. The unit consists of feed pump, reactor, high-pressure separator, and cooler. 

The reactor used is a stainless steel with 19 mm inside diameter, 800 mm length and 3 mm 

wall thickness. The reactor supplied with 4 heaters (150 mm length for each) with 2 insulators 

(100 mm length). It was packed with 90 ml of the Co-Mo / 32OAl−γ  catalyst between two 

layers of inert glass balls. Catalyst presulfiding was made by passing commercial gas oil 

containing 0.6 vol.% Cs2 through the catalyst bed. Firstly the catalyst treated for 3 h, at 

temperature 473 K, LHSV of 4 h 
–1

 , pressure 2.2 MPa and no hydrogen flow. Then the 

operating conditions changed to 573 K, LHSV of 1 h 
–1

, pressure 
 
2.2 MPa, H2/oil 200 l/l and 

duration of experiment 16 hours. After that, the HDS run employed at reaction temperature 

660 K with LHSV   1.3 h 
–1

. The gas flow was measured by gas meter by which controlled the 

H2/ oil ratio (300 l/l). 

The DAO was pumped co-current up-flow inside the reactor by high pressure-dosing pump 

(30-600 ml/h). The feed preheated and mixed with H2 gas and entering the reactor. The  

reactor products were cooled in a condenser-cooler and separated from unreacted hydrogen, 

H2S and hydrocarbon gases by passing into high and low-pressure separators. 

 

Distillation of Hydrodesulfurization Products 

The hydrotreating product was distilled at laboratory vacuum distillation for low boiling 

fractions separation. A 250 ml of the HDS product placed in a 500 ml distillation flask, 

supplied with a heating mantle of 2.4 kW. A voltage regulator was connected with the heating 

mantle for controlling the amount of heating supplied. Vertical high efficiency condenser was 

connected with the distillation flask, where a thermometer (623 K) fitted to measure the 

temperature of the vapors. Cooling machine was supplied by a cooled water (293 K) to a 

double shell receiver (outside shell) and though it to the condenser. The collecting flask was 

connected with the receiver, and a triple connector supplied for vacuum controlling, and it 

was already connected with the trap, trap (3-neck flask) was supplied for preventing vacuum 

pump damage. This trap connected with a vacuum pump through one way valve, and 

connected with a vacuum controller ( )165chuB ��  from the another side. The vacuum 

distillation proceeded under 3 mmHg and a maximum vacuum temperature 593 K. This 

temperature equal to 803 K under atmospheric pressure. 

 

Binder Preparation for Graphite Electrodes 

The vacuum residue above 803 K obtained from HDS produced at 660 K and 1.3 h LHSV, 

was used as a basic component for binder production. Operating conditions of HDS was 

depended on a suitable density, viscosity as well as an acceptable level of sulfur & metals 

content. Anthracene with melting point 487-489 K and 1.25 specific gravity, was crushed and 

added at different percentages. Each mixture was mixed very well and introduced in an 

electrical furnace and heated to 523 K for 3 h to complete dispersion of anthracene particles in 

the residue media, the mixture then left for cooling overnight. A homogeneous binder was 

obtained. 

 

Tests for the Feedstock and the Products 

 

Density and Specific Gravity 

The density and the specific gravity of the feedstock, deasphaltened oil and asphaltic binder 

were determined by using (ASTM     D-287). 

5.2 Viscosity 

The viscosity of the feedstock, and deasphaltened oil were determined by using                       
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(ASTM D-446). 

5.3 Sulfur 

The sulfur content of the feedstock determined by x-ray fluorescence (ASTM D-2622) and by 

quartz tube method (IP 63/55), while the deasphaltened oil and the hydrotreated product and 

asphaltic binder sulfur content determined by quartz tube method. 

 

Carbon Residue 

The carbon residue of asphalt, deasphaltened oil and asphaltic binder were determined by 

using ASTM D-189 and IP 13/66. 

 

Ash Content 

The ash content of the feedstock, deasphaltened oil and asphaltic binder were evaluated by 

using IP 4/65. 

5.6 Softening Point (Ring and ball Method) 

The softening point of the asphalt feedstock and ashaltic binder were determined by using 

ASTM D36-26. 

 
Benzene and Quinoline Insolubles 

The (BI) and (QI) were calculated for the asphaltic binder by using IP 47/74 standard method. 

 

RESULTS & DISCUSSION 

The properties of hydrotreated vacuum residue above 803 K distilled  from the HDS of 

deasphaltened oil presented in Table (1).The standard range of graphite electrode binder 

properties((Hatano1989,Wagner1988and Mohammed). 
is shown in Table (2). Sulfur and ash 

contents are satisfies the required binder properties while softening point,density,BI and QI 

deviates. Therefore, anthracene is added to the binder basic component (hydrotreated vacuum 

residue above 803K) with different percentages. The binder properties with different 

anthracene content are shown in Table (3). Figs. (1,2,3,4) and (5) show the relationships 

between added anthracene weight percent and softening point, atomic C/H ratio, BI and QI 

respectively. The required binder must have   358K softening point
(5)

. From Fig.1 the mixture 

with 25wt.% anthracene has the required softening point and could be used as graphite 

electrodes binder. The properties of this binder are shown in Table 4. 

 

 

Table (1) The properties of hydrotreated vacuum residue above 803 K. 

 

Property Unit Data 

Boiling Range K 803+ 

Specific Gravity - 1.017 

Softening Point K 308 

Coke Yield % 20.36 

Sulfur Content % 1.775 

Ash Content % <0.125 

BI % 12.55 

QI % 16.21 
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Table (2) The standard Properties of graphite electrodes binder (Hatano1989,Wagner1988             

and Mohammed) 

Property Unit Range 

Softening Point K 312-373 

Specific Gravity - 1.16-1.3 

Coke Yield % 40.6-61.3 

Sulfur Content % 0.43-3 

Ash Content % <0.125 

BI % 14.8-39.3 

QI % 3.4-14.1 

Atomic C/H Ratio - 1.64-1.95 

 

Table (3) Effect of Anthracene on the Binder Properties 

 

Anthracene wt.% Binder 

Properties 
Unit 

10 20 30 40 

Softening point K 323 335 367 423 

Density g/cm3 1.25 1.13 1.85 2.05 

Coke yield Wt.% 39.9 46.0 58.23 65.60 

Ash Wt.% 0.023 0.023 0.02 0.02 

Sulfur Wt.% 1.56 1.20 1.046 0.9 

Atomic C/H ratio - 1.45 1.646 1.787 1.838 

BI Wt.% 14.0 16.05 22.20 23.0 

QI Wt.% 3.60 4.0 10.50 15.15 

 

Table (4) Properties of the Required Binder 

 

Anthracene wt.% 
Binder Properties Unit 

25 

Softening point K 358 

Density g/cm3 1.16 

Coke yield Wt.% 52.7 

Ash Wt.% 0.021 

Sulfur Wt.% 1.12 

Atomic C/H ratio - 1.75 

BI Wt.% 20.0 

QI Wt.% 8.60 
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